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This document presents a shortened version of the procedure, models, and data for human reliability analysis (HRA) which are presented in the Handbook of Human Reliability Analysis With Emphasis on Nuclear Power Plant Applications (NUREG/CR-1278, August 1983). This shortened version was prepared and tried out as part of the Accident Sequence Evaluation Program (ASEP) funded by the U.S. Nuclear Regulatory Commission and managed by Sandia National Laboratories. The intent of this new HRA procedure, called the "ASEP HRA Procedure," is to enable systems analysts, with minimal support from experts in human reliability analysis, to make estimates of human error probabilities and other human performance characteristics which are sufficiently accurate for many probabilistic risk assessments. The ASEP HRA Procedure consists of a Pre-Accident Screening HRA, a Pre-Accident Nominal HRA, a Post-Accident Screening HRA, and a Post-Accident Nominal HRA. The procedure in this document includes changes made after tryout and evaluation of the procedure in four nuclear power plants by four different systems analysts and related personnel, including human reliability specialists. The changes consist of some additional explanatory material (including examples), and more detailed definitions of some of the terms.
TABLE OF CONTENTS

| Acknowledgments                             | ix      |
| List of Abbreviations                       | x       |
| Definitions of Technical Terms              | xi      |
| Executive Summary                           | xxiii   |
| Part I Overview                             | I-1     |
| Chapter 1 Introduction                      | 1-1     |
| Purpose and Background of the ASEP HRA Procedure | 1-1     |
| Scope                                       | 1-3     |
| Organization of the Report                  | 1-4     |
| How to Use This Report                      | 1-5     |
| Plant/Simulator Visit Procedure for Obtaining Information for ASEP HRAs | 1-6     |
| Chapter 2 Concepts, Assumptions, and Limitations | 2-1     |
| Usefulness of Human Reliability Analysis    | 2-1     |
| HEPs and their UCBs                         | 2-1     |
| Starting Point for the ASEP HRA Procedure   | 2-2     |
| Screening and Nominal HRAs                  | 2-2     |
| Use of Sensitivity Analysis                 | 2-4     |
| Recovery Factors                            | 2-4     |
| Skill-Based, Rule-Based, and Knowledge-Based Behavior | 2-5     |
| Misdiagnosis                                | 2-5     |
| Part II ASEP HRA Procedure for Pre-Accident Tasks | II-1   |
| Chapter 3 General Information for HRA Procedure for Pre-Accident Tasks | 3-1     |
| Definitions of Terms                        | 3-1     |
| Pre-Accident Tasks of Interest              | 3-3     |
| A Basic HEP for Pre-Accident Tasks          | 3-4     |
| Recovery Factors for Pre-Accident HRA       | 3-4     |
| Dependence Effects for Pre-Accident HRA     | 3-5     |
| An Example Illustrating Dependence Among Human Actions | 3-7     |
| Chapter 4 ASEP Screening HRA for Pre-Accident Tasks | 4-1     |
| General Information                         | 4-1     |
| The Procedure                               | 4-1     |
| Chapter 5 ASEP Nominal HRA for Pre-Accident Tasks | 5-1     |
| General Information                         | 5-1     |
| Discussion of ASEP Dependence Model         | 5-2     |
| The Procedure                               | 5-5     |
# Part III ASEP HRA Procedure for Post-Accident Tasks

## Chapter 6 General Information for HRA Procedure for Post-Accident Tasks
- **Definitions of Terms**
- **Post-Accident Tasks of Interest**
- **Some Simplifications in the HRA Procedure for Post-Accident Tasks**
- **Time Dependencies Between Diagnosis and Post-Diagnosis Tasks**

## Chapter 7 ASEP Screening HRA for Post-Accident Tasks
- **General Information**
- **The Procedure**
- **A Hypothetical Example of a Screening HRA**

## Chapter 8 ASEP Nominal HRA for Post-Accident Tasks
- **General Information**
- **The Procedure**
- **A Hypothetical Example of a Nominal HRA**

# Part IV Concluding Comments

## Chapter 9 Results of Tryouts of the ASEP HRA Procedure
- **Overview**
- **The Tryouts**
- **Tryouts of the ASEP HRA Procedure for Pre-Accident Tasks**
- **Tryouts of the ASEP HRA Procedure for Post-Accident Tasks**
- **A Comparison of Estimated HEPs Using ASEP HRA Procedure and THERP/Handbook**

## Chapter 10 Conclusion

## References

## Appendix A Relationship of ASEP HRA Procedure to RMIEP Screening Rules

## Appendix B Computer Program for Propagating Uncertainty Bounds through an HRA Event Tree

## Appendix C Corrections to NUREG/CR-1278 and NUREG/CR-2254
- **Addendum #1 to NUREG/CR-1278**
- **Addendum #1 to NUREG/CR-2254**
**LIST OF TABLES**

<table>
<thead>
<tr>
<th>Page</th>
<th>Table Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>1-1 Major Differences Between the ASEP HRA Procedure and THERP/Handbook</td>
</tr>
<tr>
<td>2-6</td>
<td>2-1 Definitions of Skill-Based, Rule-Based, and Knowledge-Based Behavior</td>
</tr>
<tr>
<td>4-2</td>
<td>4-1 Procedure for Screening HRA of Pre-Accident Tasks</td>
</tr>
<tr>
<td>4-5</td>
<td>4-2 Basic and Optimum Conditions for Screening HRA of Pre-Accident Tasks, Exclusive of Within-Person Dependence Effects</td>
</tr>
<tr>
<td>4-7</td>
<td>4-3 Applications of Table 4-2, Exclusive of Within-Person Dependence Effects</td>
</tr>
<tr>
<td>5-6</td>
<td>5-1 Procedure for Nominal HRA of Pre-Accident Tasks</td>
</tr>
<tr>
<td>5-10</td>
<td>5-2 Basic and Optimum Conditions for Nominal HRA of Pre-Accident Tasks, Exclusive of Within-Person Dependence Effects</td>
</tr>
<tr>
<td>5-12</td>
<td>5-3 Applications of Table 5-2, Exclusive of Within-Person Dependence Effects</td>
</tr>
<tr>
<td>5-14</td>
<td>5-4 Guidelines for Assessing Within-Person Dependence Levels for Nominal HRA of Pre-Accident Tasks</td>
</tr>
<tr>
<td>5-15</td>
<td>5-5 $F_T$s for Table 5-3 BHEPs, Modified for Multiple-Component Systems, Assuming Dependence Levels Determined by Using Guidelines in Table 5-4, and Including RFs</td>
</tr>
<tr>
<td>6-4</td>
<td>6-1 Definitions of Cognition-Related Terms and Usage in the Handbook of Human Reliability Analysis</td>
</tr>
<tr>
<td>7-2</td>
<td>7-1 Procedure for Screening HRA of Post-Accident Tasks</td>
</tr>
<tr>
<td>7-7</td>
<td>7-2 Initial-Screening Model of Estimated HEPs and EFs for Diagnosis within Time T by Control Room Personnel of Abnormal Events Annunciuated Closely in Time</td>
</tr>
<tr>
<td>7-8</td>
<td>7-3 Assessment of Screening HEPs for Post-Accident Post-Diagnosis Actions</td>
</tr>
<tr>
<td>8-3</td>
<td>8-1 Procedure for Nominal HRA of Post-Accident Tasks</td>
</tr>
<tr>
<td>8-10</td>
<td>8-2 Nominal Model of Estimated HEPs and EFs for Diagnosis within Time T by Control Room Personnel of Abnormal Events Annunciuated Closely in Time</td>
</tr>
<tr>
<td>8-11</td>
<td>8-3 Guidelines for Adjusting Nominal Diagnosis HEPs from Table 8-2</td>
</tr>
<tr>
<td>8-12</td>
<td>8-4 The Annunciator Response Model: Estimated HEPs for Multiple Annunciators Alarming Closely in Time</td>
</tr>
<tr>
<td>8-13</td>
<td>8-5 Assessment of Nominal HEPs for Post-Accident Post-Diagnosis Actions</td>
</tr>
<tr>
<td>9-7</td>
<td>9-1 A Comparison of Some Individual and Total Failure HEPs Using the ASEP HRA Procedure and THERP/Handbook</td>
</tr>
<tr>
<td>A-2</td>
<td>A-1 Correlation of Table and Figure Numbers Between ASEP HRA Procedure and RMIEP HRA Screening Rules</td>
</tr>
<tr>
<td>B-4</td>
<td>B-1 Explanation of Failure Limbs in Figure B-1</td>
</tr>
<tr>
<td>B-5</td>
<td>B-2 Sample Data File for Program UCBs-Propagation</td>
</tr>
<tr>
<td>B-6</td>
<td>B-3 Program Output for Program UCBs-Propagation</td>
</tr>
<tr>
<td>B-7</td>
<td>B-4 Computer Program for Program UCBs-Propagation</td>
</tr>
</tbody>
</table>
LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-1</td>
<td>HRA Event Tree for EOMs for Hypothetical Tasks &quot;A&quot; and &quot;B&quot;</td>
<td>3-8</td>
</tr>
<tr>
<td>5-1</td>
<td>ASEP Model for Assessing Within-Person Positive Dependence Levels for Nominal HRA of Pre-Accident Tasks</td>
<td>5-3</td>
</tr>
<tr>
<td>6-1</td>
<td>Interaction of Cognition-Related Terms</td>
<td>6-6</td>
</tr>
<tr>
<td>6-2</td>
<td>Success and Failure Paths Following an Abnormal Event</td>
<td>6-7</td>
</tr>
<tr>
<td>6-3</td>
<td>Time Relationships between Annunciation of an Abnormal Event, a Correct Diagnosis, and Performing the Required Post-Diagnosis Actions After a Correct Diagnosis</td>
<td>6-9</td>
</tr>
<tr>
<td>7-1</td>
<td>Initial-Screening Model of Estimated HEPs and UCBs for Diagnosis within Time T of One Abnormal Event by Control Room Personnel</td>
<td>7-6</td>
</tr>
<tr>
<td>7-2</td>
<td>HRA Event Tree for a Hypothetical Post-Accident Screening HRA</td>
<td>7-10</td>
</tr>
<tr>
<td>8-1</td>
<td>Nominal Model of Estimated HEPs and UCBs for Diagnosis within Time T of One Abnormal Event by Control Room Personnel</td>
<td>8-9</td>
</tr>
<tr>
<td>8-2</td>
<td>HRA Event Tree for a Hypothetical Post-Accident Nominal HRA</td>
<td>8-17</td>
</tr>
<tr>
<td>B-1</td>
<td>Expanded HRA Event Tree for Loss of Steam Generator Feed</td>
<td>B-3</td>
</tr>
</tbody>
</table>
ACKNOWLEDGMENTS

Special credit is due Drs. Robert L. Brune and Meyer Weinstein, Human Performance Technologies, Inc., who (in addition to myself) provided the systems analysts on the Accident Sequence Evaluation Program (ASEP) with support in human reliability analysis (HRA), and to the four primary systems analysts who had overall responsibility for each of the four probabilistic risk assessments (PRAs) which included the HRA. The four systems analysts were: Robert Bertucio and David Moore, Energy Inc. (Kent, WA, office), who were the responsible systems analysts on the PRAs of, respectively, the Surry and Sequoyah pressurized water reactor (PWR) nuclear power plants, and Mary T. Drouin and Alan M. Kolaczkowski, Science Applications International Corporation (Albuquerque Office), who were the responsible systems analysts for the PRAs of, respectively, the Grand Gulf and Peach Bottom boiling water reactor (BWR) nuclear power plants. All of the above people made several useful suggestions for improving the utility of the ASEP HRA Procedure, and the present version reflects these suggestions. In addition, Drouin and Kolaczkowski provided valuable information on nuclear power plant technical aspects related to an HRA.

A team of HRA specialists from Brookhaven National Laboratory, provided valuable task analysis information on certain accident sequences used in the PRA of the Peach Bottom BWR. These personnel were William J. Luckas, Jr., Dr. John N. O'Brien, and Dr. Richard L. Perline who performed an independent HRA for certain accident sequences for the Peach Bottom PRA (see Volume 4 of NUREG/CR-4550).

Special appreciation is due three staff members from the Reactor Systems Safety Analysis Division of Sandia National Laboratories. Gregory J. Kolb, initial project manager of ASEP, encouraged me to develop a shortened version of my HRA approach, and suggested some of the original screening values. Frederick T. Harper, the overall project manager of ASEP helped me understand some of the technical aspects necessary for the HRA, especially during trips to the Peachbottom and Grand Gulf BWRs and related training simulators to obtain relevant task analysis information on accident sequences of importance in the ASEP PRAs. Dr. Arthur C. Payne, Jr., served the same role on the Risk Methods Integration and Evaluation Program (RMIEP) and helped in the task analysis of pre-accident operations at the subject nuclear power plant, the LaSalle BWR. Dr. Payne also served as the systems analyst who applied a version of the ASEP HRA screening procedure to LaSalle BWR pre-accident tasks as part of RMIEP.

Finally, thanks are due to Elizabeth L. Frost, Statistics, Computing, and Human Factors Division, Sandia National Laboratories, who prepared the computer program for propagating uncertainty bounds in HRA Event Trees (in Appendix B), and to the following reviewers of drafts of the ASEP HRA Procedure: Donald K. Lorenzo, JBF Associates, Inc.; Professor Bjørn Wahlstrøm and Pekka Pyy, Technical Research Centre of Finland; and Drs. Louise M. Weston and Dwight P. Miller, Statistics, Computing, and Human Factors Division, Sandia National Laboratories. The latter two reviewers made several suggestions to make the procedure easier to understand and to use.
**LIST OF ABBREVIATIONS**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>Annunciator</td>
</tr>
<tr>
<td>ASEP</td>
<td>Accident Sequence Evaluation Program</td>
</tr>
<tr>
<td>ATWS</td>
<td>Anticipated Transient Without Scram</td>
</tr>
<tr>
<td>BHEP</td>
<td>Basic Human Error Probability</td>
</tr>
<tr>
<td>BWR</td>
<td>Boiling Water Reactor</td>
</tr>
<tr>
<td>CD</td>
<td>Complete Dependence</td>
</tr>
<tr>
<td>CHEP</td>
<td>Conditional Human Error Probability</td>
</tr>
<tr>
<td>CR</td>
<td>Control Room</td>
</tr>
<tr>
<td>ECOM</td>
<td>Error of Commission</td>
</tr>
<tr>
<td>EF</td>
<td>Error Factor</td>
</tr>
<tr>
<td>EOM</td>
<td>Error of Omission</td>
</tr>
<tr>
<td>EOP</td>
<td>Emergency Operating Procedure</td>
</tr>
<tr>
<td>F_t</td>
<td>Total Failure Probability</td>
</tr>
<tr>
<td>HD</td>
<td>High Dependence</td>
</tr>
<tr>
<td>HEP</td>
<td>Human Error Probability</td>
</tr>
<tr>
<td>HRA</td>
<td>Human Reliability Analysis</td>
</tr>
<tr>
<td>JHEP</td>
<td>Joint Human Error Probability</td>
</tr>
<tr>
<td>LB</td>
<td>Lower (Uncertainty) Bound</td>
</tr>
<tr>
<td>LD</td>
<td>Low Dependence</td>
</tr>
<tr>
<td>LOCA</td>
<td>Loss-of-Coolant Accident</td>
</tr>
<tr>
<td>MD</td>
<td>Moderate Dependence</td>
</tr>
<tr>
<td>MOV</td>
<td>Motor-Operated Valve</td>
</tr>
<tr>
<td>NPP</td>
<td>Nuclear Power Plant</td>
</tr>
<tr>
<td>NRC</td>
<td>Nuclear Regulatory Commission</td>
</tr>
<tr>
<td>PC</td>
<td>Post-Calibration</td>
</tr>
<tr>
<td>PM</td>
<td>Post-Maintenance</td>
</tr>
<tr>
<td>PRA</td>
<td>Probabilistic Risk Assessment</td>
</tr>
<tr>
<td>PSF</td>
<td>Performance Shaping Factor</td>
</tr>
<tr>
<td>RF</td>
<td>Recovery Factor</td>
</tr>
<tr>
<td>RMIEP</td>
<td>Risk Methods Integration and Evaluation Program</td>
</tr>
<tr>
<td>SNL</td>
<td>Sandia National Laboratories</td>
</tr>
<tr>
<td>T&amp;M</td>
<td>Test and Maintenance</td>
</tr>
<tr>
<td>T_a</td>
<td>estimated time needed to get to proper locations and to perform required post-diagnosis actions after a correct diagnosis</td>
</tr>
<tr>
<td>T_d</td>
<td>( T_m - T_a ), or estimated allowable time for a correct diagnosis which still permits sufficient time to perform required post-diagnosis actions prior to ( T_m )</td>
</tr>
<tr>
<td>T_m</td>
<td>estimated maximum allowable time to have correctly diagnosed the abnormal event and to have completed the required post-diagnosis actions so as to achieve system success criteria established by systems analysts</td>
</tr>
<tr>
<td>TA</td>
<td>annunciation (or other compelling signal) of an abnormal event</td>
</tr>
<tr>
<td>THERP</td>
<td>Technique for Human Error Rate Prediction</td>
</tr>
<tr>
<td>UB</td>
<td>Upper (Uncertainty) Bound</td>
</tr>
<tr>
<td>UCB</td>
<td>Uncertainty Bound</td>
</tr>
<tr>
<td>ZD</td>
<td>Zero Dependence</td>
</tr>
</tbody>
</table>
DEFINITIONS OF TECHNICAL TERMS

Following are definitions of terms, many of which are taken from NUREG/CR-1278 (Aug. 1983), or which represent refinements of definitions of terms in that document. For purposes of the present document, some examples are given to clarify certain definitions. Any underlined term in a definition is also defined in this list of definitions. For definitions of other HRA-related terms, see the glossary in NUREG/CR-1278.

abnormal event (or condition or situation) - events that disrupt the normal conditions in a plant; in the context of this document, the occurrence of an initiating event, a loss-of-coolant accident, or system failures subsequent to the first two classes of abnormal events.

accident - an event or series of events in a plant resulting in an abnormal situation, requiring appropriate system response (including human response) to restore the plant to a safe condition.

action - carrying out of one or more activities (e.g., steps or tasks) indicated by diagnosis, operating rules, or written or memorized procedures.

activity - a general term referring to any kind of human performance, ranging from a simple motor action (e.g., flipping a toggle switch) to more complex behavior such as deciding which of two alternative courses of action to pursue. The complete sequence of activities in a pre-accident or post-accident condition include: perceive, discriminate, interpret, diagnose, decision-making, and action. Depending on the level of familiarity and skill involved, estimated human error probabilities for one or more of the intermediate activities between perceive and action may be assessed as negligible in a human reliability analysis.

administrative control - a general term referring to the kinds of checking of human performance mandated in a plant and the extent to which plant policies are carried out and monitored, including the use of tagging systems, suspense records, and associated inventory systems to ensure that safety-related systems or components are restored to their normal states after completion of maintenance, calibration, or testing.

annunciator (ANN) - a short term for an annunciated display, a legend indicator (or tile) with an auditory alarm to announce that a change of state has occurred.

anticipated transient without scram (ATWS) - a condition has occurred which requires an automatic trip of the reactor, but the automatic trip fails to occur. Failure of the backup manual trip by the operator is not included in the basic ATWS event.

arousal - see facilitative stress.

basic conditions - in the context of this document, basic conditions refer to the absence of recovery factors for human errors. Opposite of optimum conditions.

basic human error probability (BHEP) - the probability of a human error on a task that is considered as an isolated entity, i.e., not influenced by previous tasks.

between-person dependence - dependence of one person's behavior on the behavior of another.
checker - one who is assigned to verify the accuracy of another's work, either while that person is doing the work or after its completion. The use of a checker is an example of human redundancy. A checker is not the same as the person who performs an inspection. The checker is "person oriented" whereas the inspector is "equipment oriented."

checklist - a written procedure in which each item is to be checked off with a pencil or other writing instrument as its status is verified.

course screening analysis - a screening analysis that employs very general screening rules, with little basis, if any, on a plant-specific task analysis, and which may result in unduly conservative estimates of human error probabilities and response times so that very little screening (i.e., elimination) of human events is done in the systems analysis. The opposite of fine screening analysis.

cognition - in the context of this document, restricted to those aspects of behavior involved in diagnosis of abnormal events.

common-cause failure - a failure which has the potential to fail more than one safety function and to possibly cause an initiating event or other abnormal event simultaneously, e.g., a human error that could result in miscalibration of several setpoints.

compelling signal - some kind of signal to the operator that is as demanding of attention as an annunciator.

complete dependence (CD) (dependence between two activities performed by the same person or between activities performed by different people) - a situation in which, if the relationship between the activities or people is positive (i.e., if there is positive dependence), failure to perform one activity correctly will result in certain failure to perform the other. Similarly, if success occurs in performing the first activity, success will occur on the other. The opposite results will occur if the relationship between the activities or people is negative (i.e., if there is negative dependence).

complete-failure path - the only path through an HRA event tree in which all activities are performed incorrectly. The usual application of the complete-failure path is for the case in which parallel systems or redundant components within a system can be defeated by an operator who fails to restore every one of these systems or components to its normal operating state after completion of calibration, maintenance, or testing of systems.

conditional human error probability (CHEP) - the probability of a specific activity given failure, or success, on some other activity.

conditional human success probability - the complement of conditional human error probability.

conditional probability - the probability of an event occurring given that some other event has occurred.

conservative screening analysis - a screening analysis judged to be sufficiently conservative but not so conservative that the screening would eliminate only a few human error terms in the human reliability analysis from further consideration in the systems analysis. An ultra-conservative screening analysis may have the latter undesired result.

critical action - in the context of this document, a critical action is one identified in the initial systems analysis as having the potential for putting some system or component at risk, e.g., the failure to restore an important blocking valve to its normally open condition following maintenance.
critical parameters - in the context of this document, the critical variables pertaining to protection of the reactor core that control room operators are trained to monitor and initially respond to in the event of an initiating event, a loss-of-coolant accident, or other abnormal event. Typically, the immediate emergency actions that operators are required to memorize include the state of critical parameters.

decision-making - (1) decision-making as a part of diagnosis: the act of choosing among alternative diagnoses, e.g., to settle on the most probable cause of the pattern of stimuli associated with an abnormal event; (2) postdiagnosis decision-making: the act of choosing which actions to carry out after a diagnosis has been made; in most cases, these actions are prescribed by rules or procedures, and decision-making is not required.

dependence (between two activities) - the situation in which the probability of failure (or success) on one activity is different depending on whether a success or failure occurred on the other activity. The activities may be performed by the same person (within-person dependence) or by different persons (between-person dependence). For the same pair of activities, the level of dependence may differ for errors of commission and errors of omission.

diagnosis - the attribution of the most likely cause(s) of an abnormal event to the level required to identify those systems or components whose status can be changed to reduce or eliminate the problem; diagnosis includes interpretation and (when necessary) decision-making. This definition of diagnosis does not mean it is necessary to assign the proper name of the abnormal event in order to figure out what to do to cope with the event. The requirement for diagnosis in a post-accident situation can be minimized to the extent that the displays and emergency operating procedures clearly and unambiguously define the sequence of actions that are required after the initiation of some abnormal event.

discriminate - distinguishing one signal, or set of signals, from another, e.g., "the coolant level in Tank A is 37 feet," or, if there are limit marks on the meter, "the coolant level is out of limits" (in the latter case, some interpretation is done for the operator by the design of the display).

disruptive stress - the bodily or mental tension resulting from the response to a stressor that threatens, frightens, worries, or angers a person, or increases that person's uncertainty, so that usually tasks are performed at a decreased level of effectiveness or efficiency.

doubling rule - when a person is required to take some corrective action in moderately to extremely high stress conditions with very limited time available to take the corrective action, if the first action is ineffective, his HEP for each succeeding corrective action doubles, up to the limit of an HEP of 1.0.

dynamic task - one that requires a higher degree of interaction between the people and the equipment in a system than is required by routine, procedurally guided tasks. Dynamic tasks may include decision-making, keeping track of several functions, controlling several functions, or any combination of these. A post-accident task may be classified as a dynamic task if the written emergency operating procedure is so poorly written that it is difficult to follow with ease. The operator's tasks in coping with an abnormal event may be classified either as dynamic or step-by-step tasks. Pre-accident tasks are usually classified as step-by-step tasks, e.g., restoration of valves (to their normal operating states) after maintenance.
emergency operating procedure (EOP) - special written procedures to assist operating personnel in responding to abnormal events. EOPs may be symptom-oriented or event-based.

end-failure term - the probability of reaching the terminal point in a failure path through an HRA event tree. Contributes to total-failure term.

error - see human error.

error factor (EF) - the square root of the ratio of the upper to the lower uncertainty bound, the latter term as defined herein.

error of commission (ECOM) - incorrect performance of a system-required task or action, given that a task or action is attempted, or the performance of some extraneous task or action that is not required by the system and which has the potential for contributing to some system-defined failure.

error of omission (EOM) - failure to initiate performance of a system-required task or action.

event-based emergency operating procedure - emergency operating procedures keyed to events or systems associated with abnormal conditions rather than to the related symptoms or functions. Synonym: "system-oriented EOP." The intent of these EOPs is that the operator will diagnose the specific event causing the abnormal event or accident in order to mitigate the consequences of that situation. Opposite to symptom-oriented EOP.

event tree - a graphic representation of system events in which the events are designated by limbs in the tree, and the sequence moves forward in time. The event tree is an inductive model, whereas the fault tree is a deductive model. There are several forms of event trees; the event trees in this document (and in NUREG/CR-1278) are HRA event trees.

extraneous task or action - the performance of some activity not required by the system and which has the potential for contributing to some system-defined failure. An extraneous action may occur despite an operator's correct diagnosis because he made a simple manipulation or selection error, or an extraneous action or series of such actions may occur because of an incorrect diagnosis.

extremely high stress level - a level of disruptive stress in which the performance of most people will deteriorate drastically. This is likely to occur when the onset of the stressor is sudden and the stressing situation persists for long periods. This level of high stress is associated with the feeling of threat to one's physical well-being or to one's self-esteem or professional status, and is considered to be qualitatively different from lesser degrees of high stress. The occasion of a large loss-of-coolant accident is assessed as resulting in extremely high stress to operating personnel, as are some occasions in which more than two primary safety systems fail to function. Extremely high stress levels can be avoided by considerable practice on potential abnormal events so that the tasks can be classified as rule-based actions or skill-based actions. Synonym: "threat stress."

facilitative stress - the bodily or mental tension resulting from the internal response to a stressor that alerts a person, prods him or her to action, thrills a person, or makes him or her eager, so that usually the person performs at an optimal level of effectiveness or efficiency.

failure path - in the context of this document, any path through an HRA event tree that leads to an end-failure term. A failure path may have both success limbs and failure limbs.
fault tree - a graphic representation of system events starting with some deviant condition and working backwards in time. The fault tree is a deductive model, whereas the event tree is an inductive model.

fine screening analysis - a screening analysis with the following primary characteristics: (1) it is based on an initial plant-specific task analysis, (2) it includes some credit for recovery factors for human errors, and (3) it takes into account certain possibilities of dependence among tasks which could result in common-cause failures resulting from within-person or between-person dependence. A fine level of screening analysis should provide more screening than a coarse screening analysis, but should still be capable of being judged to constitute a conservative screening analysis.

flow chart (or flow diagram) EOP - see graphics EOP.

function-oriented emergency operating procedure - see symptom-oriented emergency operating procedure.

general area - see: same general area

graphics EOP - an EOP which makes use of flow diagrams, usually binary in form, to show various paths of actions to follow in coping with an abnormal event. Synonyms: "flow chart EOP" and "flow diagram EOP."

high dependence (HD) - a level of dependence that is approximately midway between zero dependence and complete dependence on the continuum of positive dependence.

high stress - a level of stress higher than the optimum stress level, i.e., moderately high or extremely high stress level.

HRA event tree - an event tree representing a graphic form of task analysis in which the limbs designate human and other events as well as different conditions or influences upon these events. Success is designated by a left limb in a branching and failure is designated by a right limb. Small letters are used to label success limbs and capital letters are used to label failure limbs. The values assigned to all tree limbs (except those in the first branching) are conditional probabilities. The first limbs may also be conditional probabilities if they represent a carryover from some other tree. In any branching in the tree, the sum of the limbs is 1.0. The HRA event tree is drawn as a binary tree, i.e., only two limbs to each branching. Continuous variables are represented by one or more binary branchings. Synonyms: "probability tree diagram" and "THERP tree."

human error - any member of a set of human actions or activities that exceeds some limit of acceptability, i.e., an out-of-tolerance action where the limits of human performance are defined by the system. Synonym: "error."

human error probability (HEP) - the probability that an error will occur when a given task or activity is performed. The nominal HEPs in the tables in this document (and in NUREG/CR-1278) are judged to represent medians on lognormal distributions of HEPs. Synonyms: "human failure probability" and "task failure probability."

human failure probability - see human error probability.

human performance model - a qualitative or quantitative model that represents some aspect of estimated human performance.

human success probability (HSP) - the complement of human error probability, i.e., 1 - HEP.
human redundancy - use of a person to check another's work or to duplicate the work. Synonym: checker. This term is the analog of equipment redundancy in a parallel system, i.e., at least two humans must err in order that human error contributes to the probability of some unwanted system condition.

human reliability - the probability of successful performance of the human activities necessary for either a reliable or an available system, specifically, the probability that a system-required human action, task, or job will be completed successfully within a required time period, as well as the probability that no extraneous tasks or actions detrimental to system reliability or availability will be performed.

human reliability analysis (HRA) - a method by which human reliability is estimated. In this document, the HRA approach described in NUREG/CR-1278 is used, which is sometimes called "THERP/Handbook." See Technique for Human Error Rate Prediction.

immediate emergency actions - those actions which must be taken quickly following an abnormal event, and which are supposed to be committed to memory by the operating personnel. See also skill-based actions.

independence (between two activities) - see zero dependence.

interdependence - some non-zero level of dependence.

initiating event - an abnormal event that requires the plant to trip.

inspection - the recovery factor when someone looks at items of equipment to ascertain their status. If the task is to check someone else's work, the job is designated as that of a checker. The inspector is "equipment oriented" whereas the checker is "person oriented."

interpret (interpretation) - the assignment of a meaning to the pattern of signals (or stimuli) that was discriminated, e.g., "the coolant level in Task A is low, which means that the makeup pump is not running, or there is a leak somewhere, or the indicator is out of order"; if there is only one possible cause for the observed signal, the interpretation is equivalent to diagnosis.

joint human error probability (JHEP) - the probability of human error on all of the activities in the complete-failure path.

judgment - in the context of this document, this term is restricted to expert estimation.

knowledge-based actions (or behavior) - behavior that requires one to plan one's actions based on an analysis of the functional and physical properties of a system.

loss-of-coolant accident (LOCA) - a loss of reactor vessel coolant resulting from some defect such as a pipe break or leaky valve.

low dependence (LD) - a level of dependence that is greater than zero dependence but not very far up on the continuum of positive dependence.

lower (uncertainty) bound (LB) - the value of an uncertainty bound that is conservatively judged to correspond to the lower 5th percentile of human error probabilities on a lognormal scale of nominal HEPs.

man-machine system - a complex system consisting of people and equipment (including software and its programming and related displays).

man-machine interface - place and type of interaction between people in a system and hardware or software components, including people-to-people communication.

misdiagnosis - an incorrect diagnosis of an abnormal event.
model - an abstraction that represents symbolically the way in which a system functions operationally; generally, not all characteristics of a system will be included in a model. A model may be qualitative or quantitative.

moderate dependence (MD) optimum conditions - a level of positive dependence between low dependence and high dependence.

moderately high stress level - a level of disruptive stress that will result in a moderate deterioration in performance effectiveness of system-required behavior for most people. The onset of an abnormal event indicated by annunciators or other compelling signals is usually classified as resulting in at least a moderately high stress level. Synonym: "heavy task load."

negative dependence - the situation in which failure to correctly perform an activity reduces the probability of failure in performing another activity, or in which success in performing an activity reduces the probability of success in performing another activity. In the usual HRA, negative dependence is seldom employed, as it would usually lead to optimistic estimates of HEPs. Instead zero dependence is usually employed.

nominal analysis - the regular probabilistic risk assessment in which the best (i.e., most accurate) estimates of failure probabilities are employed, as distinguished from the conservative (i.e., deliberately high) estimates used in a screening analysis.

nominal HEP - the probability of a human error in which the effects of plant-specific performance shaping factors have not been considered.

nominal HRA - a human reliability analysis in which nominal analysis is employed.

normal operating conditions - any plant operating conditions in a non-accident setting. Synonym: "pre-accident operating conditions."

operations personnel - personnel, usually licensed as well as unlicensed reactor operators, who are responsible for the daily operation of a plant.

optimum conditions - in the context of this document, optimum conditions refer to the presence of recovery factors for human errors. Opposite of basic conditions.

optimum stress level - the level of stress that is conducive to optimal performance. Most of the estimated human error probabilities in this document (and in NUREG/CR-1278) are predicated on the assumption of an optimum stress level, and must be adjusted upwards when non-optimum stress levels are assessed. Synonym: "optimum task load."

parallel system - in the context of this document, a parallel system is one in which the system fails only if all of the human actions in a set are performed incorrectly, and if at least one of the incorrect actions is not corrected by successful employment of a recovery factor. For example, in a system having two locally operated valves which are on redundant paths, an operator could cause some critical system safety function to be unavailable by forgetting to restore at least one of them to the normal state following completion of maintenance. Opposite of series system.

perceive (perception) - in the context of this document, used in the very narrow sense of "awareness" without the further meaning of "understanding," e.g., "some annunciator tiles over there are blinking."

performance shaping factor (PSF) - any factor that influences human behavior. PSFs may be external to the operator or may be part of his or her internal characteristics.
plant policy - the operating requirements that plant management and supervision expect to be followed. Usually they are described in a formal set of written instructions that are available to all plant personnel. In some cases, they are not written but understood, e.g., the correct method of using a written checklist is to read one checklist item, perform the action required, and then read the next checklist item, and so on.

positive dependence - the situation in which failure to correctly perform a first activity increases the probability of failure in performing the second activity, and success in performing the first activity increases the probability of success in performing the second activity.

post-accident operating condition - a plant condition in which some abnormal event has occurred, and appropriate system responses (including human responses) are required to restore the plant to a safe condition.

post-accident task - all tasks required to cope with an abnormal event. Post-accident tasks are divided into diagnosis and post-diagnosis actions.

calibration test - a test to see that some component has been properly calibrated.

post-diagnosis actions - those actions that are to be carried out once a diagnosis of an abnormal event has been made.

post-maintenance test - a test to see that some component works properly after maintenance.

pre-accident operating conditions - see normal operating conditions.

pre-accident task - a term denoting activities done under normal operating conditions, including special conditions such as start up operations, or other activities that can affect the availability of equipment needed to cope with an abnormal event. Synonym: "test and maintenance task."

probability tree diagram - see HRA event tree.

recovery analysis - a term used by systems analysts to describe in probabilistic terms the ability of a system (including its operators) to "recover" from (i.e., cope successfully with) some abnormal event. Recovery analysis should not be confused with recovery factors.

recovery factor (RF) - a factor that prevents or limits the undesirable consequences of a human error. One of the most common RFs is human redundancy. Other RFs are the effects on human performance of displays of component status in the control room (especially those which are annunciated), the effects of post-maintenance tests or post-calibration tests, and the effects of daily or shiftly inspections, especially those involving the use of written checklists.

response time - the time required to perform some critical action, including travel time.

restore or restoration task - the returning of valves, circuit breakers, and other components to their normal states after completion of maintenance, calibration, or testing. Restoration is not usually considered to be part of maintenance because operations personnel rather than maintenance personnel perform the restoration tasks.
rule-based actions (or behavior) - behavior in which a person follows remembered or written rules, e.g., performance of written post-diagnosis actions or calibrating an instrument or using a checklist to restore manual valves to their normal operating status after maintenance. Rule-based tasks are usually classified as step-by-step tasks unless the operator has to continually divide his or her attention among several such tasks without specific written cues each time he or she should shift attention to a different task. In the latter case in which there is considerable reliance on memory, the overall combination may be classified as a dynamic task, especially in a post-accident condition.

same general area - in the context of this document, two components are in the same general area if they are no farther apart than a few steps. See same visual frame of reference.

same visual frame of reference - in the context of this document, two components are in the same visual frame of reference when they are in the same general area and the operator can see one of them without moving his or her head while performing some action on the other.

screening analysis - involves the use of conservative estimates of human behavior (i.e., higher human error probabilities and longer response times than one expects to be the case) to each system event or human task as an initial type of sensitivity analysis. If a screening failure probability does not have a material effect in the systems analysis, it may be dropped from further consideration.

screening HRA - a human reliability analysis in which screening analysis is employed.

sensitivity analysis - an analysis in which one or more estimates of various parameters are varied to observe their effects on a system or some part of it (e.g., in a human reliability analysis, estimates of human error probabilities would be varied to ascertain their effects in a systems analysis).

series system - in the context of this document, a system that will fail (or be designated as a failure) if any of the human activities in a set is performed incorrectly and not corrected by successful employment of a recovery factor. Opposite of parallel system.

skill-based actions (or behavior) - the performance of more or less unconscious routines governed by stored patterns of behavior, e.g., the performance of memorized immediate emergency actions following a loss-of-coolant accident or an initiating event, or the use of a hand tool by a person experienced with the tool. The distinction between skill-based actions and rule-based actions is often arbitrary, but is primarily in terms of the amount of conscious effort involved, in layman terms, the amount of "thinking" required.

skill-of-the-craft - a term describing those tasks in which it is assumed that workers know certain aspects of the job and need no written instructions, e.g., a plumber replacing a washer in a faucet. See skill-based actions.

step - an arbitrary division of a task or subtask that usually includes the following: some type of information presented to the operator, some degree of operator processing of the information, and some type of required response. A step may or may not be part of a detailed written procedure.
step-by-step task - a routine, procedurally guided set of steps performed one step at a time without a requirement to divide one's attention between the task in question and other tasks. With high levels of skill and practice, a step-by-step task may be performed reliably without recourse to written procedures, e.g., repairing a faucet or the sequential performance of memorized immediate emergency actions. However, in such cases, the likelihood of errors of omission is increased. Pre-accident tasks or post-accident tasks may be classified as step-by-step tasks. See definitions for dynamic tasks, rule-based behavior, and skill-based actions.

stress - bodily or mental tension, ranging from a minimal state of arousal to a feeling of threat to one's well-being requiring action. Stress is the human response to a stressor. The effects of stress on human performance are curvilinear (i.e., non-monotonic), ranging from less than optimal performance when there is a lack of sufficient arousal, through optimal performance with an optimum stress level, to extremely poor or disorganized performance at the extremely high stress level.

stressor - any external or internal forces that cause bodily or mental tension (i.e., stress).

subtask - a division of a task. The distinction between a task and a subtask is arbitrary, and used for convenience only.

suspense form or record - in the context of this document, written information describing equipment that is in a non-normal state because of maintenance, calibration, or tests, and when it is expected that the equipment will be ready for restoration to its normal state.

symptom-oriented emergency operating procedures - emergency operating procedures keyed to symptoms resulting from an abnormal event. Synonym: "function-oriented EOP." The intent of these EOPs is to enable the control room personnel to verify and maintain critical parameters without having to assign a name to the abnormal event in question. Symptom-oriented EOPs may be prepared as graphics EOPs, they may use columnar or narrative formats, or they may consist of some combination of any of these formats.

systems analysis - begins with the identification of initiating events, loss-of-coolant accidents, or other abnormal events and the determination of the related accident sequences, which are the combinations of system successes and failures that lead to core melt following an abnormal event. The systems are analyzed, and the contribution to failure is determined and quantified to provide accident sequence frequencies.

system-oriented emergency operating procedures - see event-based emergency operating procedure.

tagging system - all those administrative controls that ensure (1) awareness of any valves or other items of equipment that are in a non-normal state and (2) prompt restoration of this equipment to the normal state after the completion of test, calibration, or maintenance operations. A tagging system includes the use of tags, chains, locks, and keys, and, in addition, logs, suspense forms or records, computer programs and printouts, and any other techniques that provide an inventory of the above items.
talk-through - a task analysis method in which an operator describes the activities required in a task, explains what he or she is doing and the related mental processes during each activity in actual or simulated performance of a task. If the operator's performance is simulated, the operator merely touches the manual controls that would be operated in a real situation and describes the control manipulation required. The operator points to displays and states what readings would be expected, while describing any expected time delays and feedback signals and the implications to the plant function of operator activities. Synonym: "walk-through."

task - a level of job behavior that describes the performance of a meaningful job function; any unit of behavior that contributes to the accomplishment of some system goal or function. Usually a task is considered to consist of steps, and occasionally is broken down into subtasks.

task analysis - an analytical process for determining the specific behaviors required of the human components in a system. It involves determining the detailed performance required of people and equipment and the effects of environmental conditions, malfunctions, and other unexpected events on both. Within each task to be performed by people, behavioral steps are analyzed in terms of (1) the sensory signals and related perceptions, (2) information processing, decision-making, memory storage, and other mental processes, and (3) the required responses. The level of detail in a task analysis should match the requirements for the level of human reliability analysis of interest. A screening analysis requires considerably less task analysis than a nominal analysis.

task failure probability - see human error probability.

Technique for Human Error Rate Prediction (THERP) - a method for human reliability analysis to assess quantitatively the influence of human errors on the reliability or safety of a system. The method uses a schematic representation or abstraction of human events and related system events and their interactions (including levels of dependence). When conditional probability values are assigned to the limbs in HRA event trees used in THERP, mathematical estimates of the probabilities of achieving (or not achieving) certain combinations of events in the system may be obtained. THERP can accept data or estimates from any source.

test and maintenance task - see pre-accident task.

THERP tree - see HRA event tree.

total-failure term (or probability) (F_T) - the sum of all the failure paths through an HRA event tree.

travel time - measured or estimated time to get from one location to another in the performance of system-required actions by operating personnel or their designates. Travel time is included in measures or estimates of response time.

ultra-conservative screening analysis - in the context of this document, a screening analysis which makes use of the upper uncertainty bounds of total-failure terms rather than the nominal F_Ts.

uncertainty - as used in this document (and in NUREG/CR-1278), uncertainty includes random variability in some parameter or measurable quantity and an imprecision in the analyst's knowledge about models, their parameters, or their predictions.
uncertainty bounds (UCBs) - the upper and lower bounds of human error probabilities that reflect the uncertainty in the estimation of an HEP. The UCBs include the variability of people and conditions and the uncertainty of the analyst in assigning HEPs to a task or activities in a task. The UCBs around the nominal HEPs in NUREG/CR-1278 are judged by the authors of that document to include the at least the middle 90% of the HEPs for that task. For conservatism, these UCBs may be assessed as representing the middle 90% range of the true nominal HEPs. (See definitions of lower bounds and upper bounds.) Uncertainty bounds are not the same as statistical confidence limits which are based on experiments.

upper (uncertainty) bound (UB) - the value in an uncertainty bound that is conservatively judged to correspond to the upper 95th percentile of human error probabilities on a lognormal distribution of nominal HEPs.

visual frame of reference (see: same visual frame of reference)

walk-through - see talk-through.

within-person dependence - dependence of the performance of one activity performed by a person upon the performance of another activity performed by the same person.

zero dependence (ZD) (between two activities) - the kind of dependence in which the probability of failure or success on one activity is the same regardless of whether failure or success occurred on the other. The activities may be performed by the same or different persons. Synonym: "independence."
The approach to human reliability analysis (HRA)* described in the August 1983 issue of NUREG/CR-1278, "Handbook of Human Reliability Analysis With Emphasis on Nuclear Power Plant Applications," has been used in several probabilistic risk assessments (PRAs) of nuclear power plants (NPPs) and other complex systems. The approach, sometimes called "THERP/Handbook," is based on a thorough task analysis of the human operations being assessed in a system. The task analysis includes the interfaces and interactions between people and equipment and among people in a system. A primary purpose of the task analysis is to assess fully the underlying performance shaping factors (PSFs) and dependence effects that impact the reliability of human performance.

Because the THERP/Handbook approach is thorough, for its fullest application it requires considerable manpower and time on the part of a team of experts, including a human reliability specialist, systems analysts, plant personnel, and others. The Nuclear Regulatory Commission (NRC) expressed a need for an HRA method that would provide estimates of human error probabilities (HEPs) and response times for tasks performed during normal operating conditions and post-accident operating conditions and that would be sufficiently accurate for PRA and yet require only a minimal expenditure of time and other resources. To meet this need, a new HRA approach was developed as part of the NRC's Accident Sequence Evaluation Program (ASEP), being managed by Sandia National Laboratories (SNL). This new approach is based heavily on the THERP/Handbook method for HRA, but incorporates many simplifications of the human performance models and HRA methodology in NUREG/CR-1278 to meet the above need. The first application of this new approach was made in the ASEP, in which four PRAs were performed in a short period of time. The new HRA method was a part of each PRA and much of the HRA was performed by systems analysts with a minimum of guidance from HRA specialists knowledgeable in the technology of human performance.

The new procedure, hereafter called the "ASEP HRA Procedure," is divided into procedures for pre-accident tasks and post-accident tasks. Pre-accident tasks considered are those which if performed incorrectly could result in the unavailability of necessary systems or components in a complex plant such as an NPP to respond appropriately to an accident. Post-accident tasks are those which are intended to assist the plant to cope successfully with an abnormal event, that is, to return the plant's systems to a safe condition. The ASEP HRA Procedure is further divided into procedures for screening HRAs and nominal HRAs. A nominal HRA is the HRA applied to those human tasks which survive the screening analysis which is part of the systems analysis. The screening analysis uses deliberately conservative (i.e., pessimistic) estimates of HEPs, response times, dependence levels, and other human perform-

*All technical terms are underlined the first time they appear in this Executive Summary and they are defined in the "Definitions of Technical Terms," the immediately preceding prefatory section.
ance characteristics, while the nominal HRA uses what the HRA team judges to be more realistic values, but still somewhat conservative to allow for the team's (any team's) inability to consider all possible sources of error and all possible behavioral interactions. Thus, the ASEP HRA Procedure consists of four procedures -- a Pre-Accident Screening HRA, a Post-Accident Screening HRA, a Pre-Accident Nominal HRA, and a Post-Accident Nominal HRA.

The basic approach taken in the development of the ASEP HRA Procedure was to select certain generic HEPs for certain sets of tasks and to employ easy-to-understand procedures for use of these HEPs and for estimating the effects of dependence and recovery factors. This approach represents a major simplification in HRA, as compared with the THERP/Handbook approach in which many tabled entries must be used, and the HEPs from these tables modified by the effects of plant-specific PSFs, using other tables. The goal was a rule-based procedure, that is, one that could be employed with considerably less judgment than is the case with the more complete HRA procedure. To achieve this goal, and to avoid undue optimism in estimating the effects of human errors, several conservatisms were employed. The details and underlying rationale and assumptions of the basic approach, including the conservatisms, are described in the main body of this document. The following four paragraphs summarize some of the characteristics of each of the four HRA procedures.

The Pre-Accident Screening HRA emphasizes restoration errors and is based on the use of a .03 generic HEP as the basic human error probability (BHEP) for the combined effects of an error of omission (EOM) and error of commission (ECOM) for each task considered in the screening analysis. For screening, two primary criteria are used in deciding which tasks to consider: (1) tasks for which there is a potential for human errors to result in a common-cause failure, and (2) tasks which have no or only one recovery factor (RF) or only two RFs which involve human redundancy. Credit for RFs related to human interaction is severely limited. Zero dependence (ZD) is assessed for critical actions or tasks related to a series system, and complete dependence (CD) is assessed for critical tasks or actions related to a parallel system, except for those on parallel trains or components performed on different shifts, in which case ZD is assessed.

The Pre-Accident Nominal HRA extends the screening HRA by allowing more credit for RFs and includes a rule-based methodology for assessing dependence. Provision is made for a reassessment of the BHEP of .03 on the basis of a more detailed analysis of the plant's administrative control procedures and their implementation. Application of the Pre-Accident Nominal HRA to one boiling water reactor was made by an independent HRA specialist (i.e., not the developer of the new procedure) who judged that the results were somewhat more conservative than results that would have been obtained using the THERP/Handbook HRA method that he has used in other applications.
The Post-Accident Screening HRA uses the screening diagnosis model from NUREG/CR-1278 for estimates of diagnosis HEPs and response times, with special allowances for the practice of the recognition of deviations from critical parameters related to reactor/containment integrity. For estimates of screening HEPs for post-diagnosis actions, an HEP of 1.0 is assessed (1) for critical actions performed outside the control room, (2) for any critical actions for which there is no written procedure (even for actions to be memorized), and (3) for cases in which the required instrumentation fails or is misleading. Conservative assumptions are made about response times in the control room, and a generic HEP of .05 is assessed for all critical post-diagnosis tasks, except for memorized post-diagnosis immediate emergency actions constituting skill-based behavior, in which case a generic HEP of .01 is assigned.

The Post-Accident Nominal HRA employs the nominal diagnosis model (with its table for adjustments) from NUREG/CR-1278, with special allowances for the practice of the recognition of deviations from critical parameters related to reactor/containment integrity. Compared with the screening procedure, less conservative (presumably more realistic) HEPs and credit for more than one person are allowed for the post-diagnosis actions, and emphasis is placed on measurement (rather than estimation) of simulated response times. Application by the author of the post-accident nominal HRA procedure to some hypothesized Anticipated Transient Without Scram (ATWS) accident sequences in the PRAs for two boiling water reactors showed that the HRA results using the ASEP HRA Procedure were somewhat more conservative than those based on the standard HRA procedure and data tables described in NUREG/CR-1278. A second human reliability analyst reached the same conclusion in a similar analysis.

In addition to the above comparisons between the standard THERP/Handbook HRA approach and the ASEP HRA Procedure, another purpose in trying out the latter procedure was to ascertain to what extent it could be used by systems analysts with minimum support from human reliability analysts who have a detailed background in the technology of human performance. Due to time constraints, none of the ASEP PRAs used a screening HRA; only the nominal HRA procedures were employed. In the nominal HRAs performed for ASEP, three of the four systems analysts involved used the pre-accident nominal HRA and all four used the post-accident nominal HRA. Each analyst made suggestions for improving the utility of the ASEP HRA Procedure. Nearly all of their suggestions have been incorporated in this document. None of the four analysts believes that an HRA should be done without any support from a specialist in HRA; they did differ in details on the amount of support required. With the changes they suggested be made to the HRA procedure, the analysts stated they believed the procedure would be easy to apply, although, as discussed in the main body of this document, there were some reservations expressed about either too much conservatism, or, in fewer cases, not enough conservatism.

In addition to the above tryouts, the Risk Methods Integration and Evaluation Program (RMIEP), another NRC program managed by SNL, offered an additional tryout. In this program, an HRA pre-accident procedure developed by the author is almost identical to the ASEP HRA pre-accident nominal procedure. This RMIEP HRA procedure was employed by a systems analyst with a minimum of indoctrination from the author. The analyst experienced no problems in applying the procedure correctly, as evaluated by the author.
The tryouts of the ASEP HRA Procedure demonstrated the feasibility and usefulness of an HRA approach that is not as detailed as the THERP/Handbook approach. The new method can be used by systems analysts with some guidance from specialists in HRA, especially in the difficult area of diagnosis errors, to ensure that undue optimism is avoided. The ASEP HRA Procedure should be regarded as a first-cut or approximate HRA, which will generally provide conservative estimates of the human contribution to pre-accident and post-accident unavailabilities or failures. The THERP/Handbook approach, when applied by a full-time team of systems analysts, a human reliability analyst, and appropriate plant personnel (specifically including one or more licensed senior reactor operators), will enable a more detailed and accurate systems assessment of the impact of potential human errors. It can be useful to apply the more detailed HRA procedure to those human/system interactions that are assessed as contributing materially to the systems analysis, based on the HEPs and response times obtained using the ASEP HRA procedure.
This document provides a procedure for conducting a human reliability analysis (HRA) as a part of a probabilistic risk assessment (PRA) of a nuclear power plant (NPP). Prior to proceeding further in the document, it is suggested that the reader study the "Definitions of Terms" and "Executive Summary" in the prefatory pages.

This part consists of Chapter 1, "Introduction," and Chapter 2, "Concepts, Assumptions, and Limitations." Chapter 1 describes the purpose and background of the HRA procedure, and the scope and organization of this document. Chapter 2 presents some important qualifications which should be considered before using the HRA procedure in this document.
CHAPTER 1. INTRODUCTION*

Purpose and Background of the ASEP HRA Procedure

This document presents a procedure for human reliability analysis (HRA) which was developed to provide support to the NRC's Accident Sequence Evaluation Program (ASEP). ASEP was intended to represent a different approach to a probabilistic risk assessment (PRA) in that an attempt was made to model only the important factors and events in a PRA. It was intended that the ASEP would take some shortcuts in PRA without being a "limited scope" PRA. Because traditional PRAs, as described in the "PRA Procedures Guide" (NUREG/CR-2300, 1983), are very expensive, it was hoped that the ASEP would result in a method for PRA which would be much more economical to use, and yet which would pinpoint the important sources of risk to the public from nuclear power plants (NPPs). The PRA procedure used in ASEP was developed on an as-going basis during the performance of PRAs on the following four NPPs: Surry Pressurized Water Reactor (PWR) Unit 1 (Bertucio et al, 1987a), Peach Bottom Boiling Water Reactor (BWR) Unit 2 (Kolaczkowski et al, 1986), Sequoyah PWR Unit 1 (Bertucio et al, 1987b), and the Grand Gulf BWR Unit 1 (Drouin et al, 1987). The above reports are all volumes in NUREG/CR-4550, which also includes a report on methodology (Harper et al, 1987a) and a summary report (Harper et al, 1987b).

To support the PRAs being done as part of ASEP, a procedure for HRA was developed with the above goals in mind and used in the ASEP PRAs. The present document replaces two drafts of the "ASEP HRA Procedure" actually used in ASEP (Swain, 1985b and c). The ASEP HRA Procedure does include some shortcuts when compared to the procedure described in NUREG/CR-1278, the "Handbook of Human Reliability Analysis With Emphasis on Nuclear Power Plant Applications" (Swain and Guttmann, 1983). NUREG/CR-1278 uses an HRA procedure called Technique for Human Error Rate Prediction (THERP), which began development at Sandia National Laboratories (SNL) in 1961 and which has undergone continued development through its application to many complex man-machine systems, including NPPs, beginning with the first full-scale PRA, WASH-1400 (NUREG-75/014, 1975). NUREG/CR-1278 represents the most complete statement of this HRA procedure as of 1983, and, in addition, includes human performance models and tables of estimated human error probabilities (HEPs) which are used in an HRA. Starting with "THERP/Handbook," as this HRA approach is sometimes called, simplifications of some of the models, e.g., the dependence model, were made, and other shortcuts developed which were intended to provide a less manpower intensive, full-scope ASEP HRA Procedure at a cost of somewhat more conservative assessments of the impact of human errors in the systems analysis in a PRA. In addition, it was intended that the new procedure be capable of being used by systems analysts without the usual training and experience in the technology of human behavior, which is the usual background of persons who specialize in human reliability analysis. Table 1-1 lists the major differences between the ASEP HRA Procedure and THERP/Handbook.

*All technical terms are underlined the first time they appear in this chapter, and they are defined in "Definitions of Technical Terms" in the prefatory pages.
## Table 1-1 Major Differences Between the ASEP HRA Procedure and THERP/Handbook (p1/2)

<table>
<thead>
<tr>
<th>ASEP HRA Procedure</th>
<th>THERP/Handbook</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Underlying human performance models not provided; for situations not addressed, must go to NUREG/CR-1278.</td>
<td>1. Contains basic human performance models, and underlying procedure for task analysis and HRA event trees; provides background for addressing unusual accident sequences &amp; events.</td>
</tr>
<tr>
<td>2. Detailed screening procedure for pre- and post-accident HRA.</td>
<td>2. No screening procedure for pre-accident HRA; not sufficiently prescriptive for post-accident HRA.</td>
</tr>
<tr>
<td>3. Less time &amp; effort required but at cost of accuracy. Example: a basic HEP (BHEP) of .03 for all pre-accident tasks &amp; a BHEP of .1 for nearly all failures of recovery factors (RFs).</td>
<td>3. More analysis required, resulting in greater accuracy. Example: HEPs need to be estimated for all tasks and RFs.</td>
</tr>
<tr>
<td>4. More conservative (i.e., pessimistic) estimates of HEPs, response times, dependence levels, RFs, and other human performance characteristics. Examples from pre-accident HRA:</td>
<td>4. More realistic estimates.</td>
</tr>
<tr>
<td>a. BHEP of .03 assumes an error of commission (ECOM) is always possible if no error of omission (EOM) is made.</td>
<td>a. Most BHEPs &lt;.03; ECOMs considered only if plausible.</td>
</tr>
<tr>
<td>b. HEP of .1 for RF failure.</td>
<td>b. Many estimated RF HEPs &lt;.1.</td>
</tr>
<tr>
<td>c. Not all RFs used; each RF used only once, &amp; no credit given for an RF unless a written checkoff list is used.</td>
<td>c. All identifiable RFs used.</td>
</tr>
<tr>
<td>d. Only 3 dependence levels used: ZD, HD, and CD; only positive dependence considered.</td>
<td>d. Full treatment of dependence: all levels used, both positive and negative dependence considered.</td>
</tr>
<tr>
<td>5. Fewer inputs to systems analysts needed from HR analysts, but much review by latter required.</td>
<td>5. Requires more active and continual participation by HR analyst for best results.</td>
</tr>
</tbody>
</table>
Table 1-1 Major Differences Between the ASEP HRA Procedure and THERP/Handbook (p2/2)

<table>
<thead>
<tr>
<th>ASEP HRA Procedure</th>
<th>THERP/Handbook</th>
</tr>
</thead>
<tbody>
<tr>
<td>7. No provision for considering specific misdiagnoses of abnormal events.</td>
<td></td>
</tr>
<tr>
<td>8. Provides explicit consideration of HEPs for memorized immediate emergency actions.</td>
<td></td>
</tr>
<tr>
<td>9. Provides additional specific guidance on assessment of stress levels for accident sequences.</td>
<td></td>
</tr>
<tr>
<td>10. Provides computer program for propagating uncertainty bounds through an HRA event tree.</td>
<td></td>
</tr>
</tbody>
</table>

Prior to development of the ASEP HRA Procedure, a procedure for a screening HRA was developed (Swain, 1985a) as part of the screening analysis for the NRC's Risk Methods Integration and Evaluation Program (RMIEP). This HRA screening procedure was necessary because NUREG/CR-1278 does not include a procedure for a screening HRA for pre-accident tasks, and the screening HRA procedure for post-accident tasks was considered to be incomplete. The RMIEP HRA screening procedure, together with NUREG/CR-1278, constituted the starting point for the ASEP HRA Procedure, including the screening HRA and the nominal HRA for both pre- and post-accident tasks. Chapter 2 includes additional information on the need and uses of a screening HRA.

Scope

It is intended that this shortened version of THERP/Handbook be used to assist utilities in evaluating the role of operating personnel in currently operating plants, help enable designers of future plants to avoid major human reliability problems, and provide a quantitative base for the assessment of human errors in NPP safety and productivity. Because the ASEP HRA Procedure does involve some shortcuts, certain precautions are relevant, as stated in Chapter 2. An advantage of the procedure is that it can be employed by systems analysts, with some direction and support by qualified human reliability specialists, and that it is less labor intensive than the full HRA approach described in NUREG/CR-1278. Because the ASEP HRA Procedure was designed to
provide somewhat more conservative estimates of human performance than would be obtained using the full HRA approach, even the nominal HRA in this new procedure can be considered to represent a kind of sensitivity analysis. It could be worthwhile to use THERP/Handbook for a more detailed analysis of those human error terms developed by using the ASEP HRA Procedure which the systems analysis finds contribute materially to system failure terms of importance.

While this HRA procedure is specifically directed to NPPs, it can also be used, with minor modifications, for performing HRAs in other large process plants, e.g., chemical plants, oil refineries, offshore oil production, and other power-generating plants. The procedure is also specifically directed towards risk assessment, but the estimated HEPs and the procedure in general could also be used to assess producibility issues. For applications of the ASEP HRA Procedure to other areas than risk assessment of NPPs, it is recommended that an HRA specialist be a permanent member of the team of persons to use the procedure.

Organization of the Report

This report consists of prefatory material, four major parts, references, and two appendices. The detailed table of contents in the prefatory pages serves as an index. Following the table of contents and lists of tables and figures are the acknowledgments and a list of abbreviations. Next are several pages of definitions that are intended to provide a background to systems analysts and others in human behavior and human reliability terminology. The prefatory pages end with an executive summary.

Part I, "Overview," consists of this introductory chapter plus Chapter 2, "Concepts, Assumptions, and Limitations."

Part II, "ASEP HRA Procedure for Pre-Accident Tasks," consists of three chapters. Chapter 3, "General Information for HRA Procedure for Pre-Accident Tasks," provides assumptions and other statements that pertain primarily to activities performed by operations personnel, instrumentation and control personnel, and maintenance personnel under non-accident conditions which can affect the availability of safety systems needed for coping with an accident sequence. Chapter 4, "ASEP Screening HRA for Pre-Accident Tasks," presents the step-by-step procedure, models, and tables of estimated HEPs that one can use in performing the screening HRA for pre-accident tasks. Chapter 5, "ASEP Nominal HRA for Pre-Accident Tasks," presents the same kind of information for the nominal HRA.

Part III, "ASEP HRA Procedure for Post-Accident Tasks," also consists of three chapters that address the same issues as the chapters in Part II, except that the procedure is for human activities which take place after the onset of some abnormal event. The three chapters are: Chapter 6, "General Information for HRA Procedure for Post-Accident Tasks," Chapter 7, "ASEP Screening HRA for Post-Accident Tasks," and Chapter 8, "ASEP Nominal HRA for Post-Accident Tasks."
Part IV, "Concluding Comments," consists of two chapters. Chapter 9, "Results of Tryouts of the ASEP HRA Procedure," describes experiences by five systems analysts and three human reliability analysts in using the new procedure in the four PRAs that were completed. Included are both positive comments and criticisms by these personnel. Chapter 10, "Conclusion," presents a capsule evaluation of the procedure, with suggestions for additional study.

Following the References, Appendix A provides a comparison of the ASEP HRA Procedure and the RMIEP HRA Screening Rules that served as the starting point for the former. Appendix B includes a computer program for propagating uncertainty bounds around estimated HEPs through an HRA event tree. Finally, Appendix C lists corrections to the underlying document, NUREG/CR-1278, and to its companion document, NUREG/CR-2254.

How to Use This Report

First, it is imperative that the user understand the definitions of technical terms and the abbreviations found in the prefatory pages. Persons outside the human factors area may not be familiar with terms used in the human reliability area, and human factors specialists without experience in PRA may misinterpret terms related to PRA.

Second, the concepts, assumptions, and limitations in Chapter 2 should be kept in mind when using the ASEP HRA Procedure. Clearly the ASEP HRA Procedure is no substitute for THERP/Handbook if a full-scale HRA is to be performed. However, as indicated in Table 1-1, the ASEP HRA does remedy some gaps in THERP/Handbook and parts of it are useful for even a full-scale HRA. Certain parts of the present document refer to NUREG/CR-1278 for greater detail or explanations of some of the basic concepts. In addition, reference is made to other documents for information on task analysis and other background information. Apart from this type of basic information which someone familiar with HRA may already have, the ASEP HRA Procedure is a stand-alone document.

The detailed procedure itself is divided into two stand-alone parts: Part II, the ASEP Procedure for Pre-Accident Tasks, and Part III, the ASEP HRA Procedure for Post-Accident Tasks. If an analyst is interested only in one of these classes of tasks, he need not read the other. Also, within each of these two parts, the procedure is divided into two stand-alone chapters: a chapter on the screening HRA and a different chapter on the nominal HRA. If an analyst is interested in a nominal HRA only, he need not consult the chapter on screening. However, within each part, the "general information" chapter should be read (i.e., either the one on pre-accident HRA or the one on post-accident HRA).

If the PRA, in which the results of the HRA are to be incorporated, includes uncertainty bounds (UCBs), it will be necessary to propagate the UCBs associated with each of the estimated HEPs in a given HRA event tree to estimate the UCBs around the total failure probability, \( F_t \), of the tree. Two approaches are suggested. The first is to use a Monte Carlo procedure. The second, an algebraic method based on assuming a lognormal distribution for
HEPs, is described in Appendix A of NUREG/CR-1278. Appendix B in the present document includes a computer program for performing the calculations described in Appendix A of NUREG/CR-1278.

As indicated in Chapter 9, the best use of the ASEP HRA Procedure, or any HRA procedure, for that matter, will be made by a team in which the following specialities are represented: systems analysts, HRA specialists, and plant control room personnel and others as needed. Each of these specialists has valuable expertise to contribute to an HRA. Without each source of expertise, serious gaps and errors can occur, e.g., undue optimism or pessimism about human performance and error recovery factors, failure to take into account the kind and amount of practice on each abnormal event of interest in the PRA, failure to understand the differences between stated plant policy and procedures and what actually occurs in the plant, lack of appreciation for the effects of ergonomically sound or unsound design of man-machine interfaces, including written procedures, and so on.

The ASEP HRA Procedure is based on a task analysis of the human operations of interest, as described in Chapter 4 of NUREG/CR-1278 and illustrated in Chapter 21 of that document and in NUREG/CR-2254. The level of task analysis to be performed will always represent some compromise between what the HRA specialist would like to do, and that for which there are sufficient time and funds. In the ASEP PRAs, none of the three HRA specialists was completely satisfied with the level of task analysis permitted by the time and funding limitations. The ASEP HRA Procedure assumes a less-than-ideal, but still adequate, level of task analysis. If absolutely necessary, the screening procedures in Chapters 4 (pre-accident screening HRA) and 7 (post-accident screening HRA) could be done without a plant visit if sufficient documentation is obtained from the plant. However, for the nominal HRA, visits to the plant and to its simulator training center are essential. A plant visit is also recommended prior to performing a screening HRA, or at least as a follow-up check after an initial screening HRA has been performed. Because a goal of ASEP was to reduce the time and effort for a PRA, only one plant and simulator visit was allowed for the HRA personnel, and the procedure below makes that assumption.

The plant/simulator visit procedure below was based on the premise that the draft ASEP HRA Procedure that was then being used (i.e., Swain, 1985b and c) would be sufficient to perform the HRA for the Grand Gulf PRA (Drouin et al., 1987). This was the procedure actually used (with exceptions noted in brackets []) in the latter PRA. Minor changes have been made to this procedure to make it compatible with the present document.
Plant/Simulator Visit Procedure for Obtaining Information Needed for ASEP HRAs

The plant visit procedure for HRA purposes is based on (1) the general procedures found in NUREG/CR-2254 and in Chapter 4 of NUREG/CR-1278, (2) on the search scheme in Chapter 20 of NUREG/CR-1278, and (3) the procedures followed in the ASEP and RMIEP HRAs. A visit to the plant-specific training simulator should be arranged to round out the visit to the plant control room, to obtain information about the simulator training in post-accident events, and to obtain or take photos of the simulator control room.

The plant/simulator visit should be made by a team consisting of a minimum of one human factors specialist who is a practitioner of HRA and one systems analyst. The best HRA is one which combines both of these people's technology and expertise. Each can learn valuable information from the other. In addition, the expertise of the plant and simulator personnel to be tapped during the visit is vital for an HRA.

1. Prior to the plant visit, study the following material:
   a. ASEP HRA Procedure in this document
   b. Through the middle of p 30 of NUREG/CR-2254
   c. Ch. 4 of NUREG/CR-1278
   d. The search scheme in Ch. 20 of NUREG/CR-1278

2. If possible, in advance of the plant trip obtain samples of test and maintenance (T&M) procedures and other relevant normal operating procedures (EOPs), restoration procedures, etc. Judge the quality of these materials by use of the information in NUREG/CR-1369 Rev. 1 and NUREG/CR-2005 Rev. 1 (Brune and Weinstein, 1982 and 1983) and Ch. 15 of NUREG/CR-1278. This judgment is one input in determining how to adjust the estimated HEPs and any estimated response times. (For a nominal HRA, estimates of response times are to be made only as a last resort; take response time measures whenever possible.) It is especially important to note whether the new symptom-oriented EOPs are being used. [Note: For the Grand Gulf HRA, step 2 had to be done in connection with the plant visit.]

3. In advance of the plant trip arrange for talk-throughs of samples of normal operating procedures, restoration procedures, and post-accident tasks. If at all possible, arrange to observe a sample of the first two types of tasks as they are being done. Arrange for photo taking as an aid to the analyst's memory. Pictures of valves, labels, circuit breakers, etc. are useful, as well as line drawings of control room panels. Because of security regulations, photographs of control room panels may have to be taken at the simulator.
4. Once at the plant, or at the utility headquarters, study the administrative manual and all other paperwork related to how the utility intends that pre-accident and post-accident tasks will be carried out, the provisions for detecting and correcting human errors (i.e., recovery factors such as surveillance and restoration procedures, including the tagging system and job aids used), schedule and type of training, especially that to be given in the simulator, tests to evaluate proficiency of personnel skills. This step describes how the utility intends that tasks should be carried out and all the administrative control employed to ensure that they are carried out as intended.

5. When interviewing utility or plant personnel, describe the purpose of the visit, emphasizing that the intent is not to evaluate people, but to identify performance shaping factors (PSFs) necessary to perform an HRA. The words "human reliability" often connote an intent to evaluate individual people, especially in view of the "Human Reliability Program" in the military services. Such a connotation must be disavowed. Greater support from the utility can be obtained by promising to discuss any observed human factors problems with utility personnel before reporting these to any outsiders. It may be possible for the utility to plan corrective action which would permit the assessment of lower HEPs that would be possible otherwise. Of course, any such assessment must clearly state the underlying assumptions for corrective action.

6. In general, when studying man-machine interfaces, record any major exceptions to the standard ergonomics practices presented in MIL-STD-1472C (1984) and NUREG-0700 (1981), and obtain or take backup photos if possible. This type of information can be useful in justifying any relatively high estimates of HEPs for specific pre-accident or post-accident tasks. This information is also necessary for the analysts to assess the applicability of the basic HEP of .03 for pre-accident tasks for the plant in particular, as discussed in Chapter 3. The .03 basic BHEP is based on an assumption of at least average quality written instructions and restoration procedures and associated administrative control. If the quality of any of these is judged to be inferior, the basic BHEP of .03 should be adjusted upwards to .05. Such an adjustment would then change most of the HEPs in the pre-accident HRA procedure.

7. If a sample of real tasks can be observed, make the observations without comment to reduce the possible biasing effect of the observations. Then proceed with the talk-throughs. Ideally, the systems analysts would have already selected all the critical actions they judge to be important. If, because of scheduling restrictions, this preparation is not possible, observe as many different kinds of simulated tasks as possible, with emphasis on restoration tasks. The talk-throughs should include the operator's demonstration of actual travel and hands-on touching of controls to be manipulated, etc. He should demonstrate the use of all the relevant procedures and checklists, especially restoration procedures and checklists for pre-accident tasks and EOPs for post-accident tasks.
8. Evaluate all the paperwork, including type and handling of tags, associated with restoration procedures. One of the observations or results from the talk-throughs should be how the paperwork is implemented. What kind of tagging and untagging procedure is actually used to assure that critical items such as valves are properly restored to their required positions? In terms of administrative control, to what extent are plant policies likely to be followed, and to what extent are shortcuts likely to be taken? It is in the shortcuts that human redundancy could be reduced or human initiated common-cause failures introduced. (See Chapter 16 in NUREG/CR-1278 for additional guidance.)

9. At the training simulator, obtain the information necessary to use Table 8-3 ("Guidelines for Adjusting Nominal Diagnosis HEPs from Table 8-2"). This information should be obtained for all the abnormal events that the systems analyst believes will be included in the PRA. The information should be obtained through observation of simulator exercises, talk-throughs of others when actual observation is not possible, and interviews with simulator subjects and simulator training personnel. If at all possible, arrange with the simulator personnel to include unannounced accident sequences of interest to the PRA in sequences normally given in simulator training. Requalification exercises are more valuable to the HRA than exercises with uncertified reactor operators.

10. Plant-available color pictures of the control room panels should be obtained and evaluated for their usefulness to the HRA. In addition to the usual far-view photos, close-up photos should enable one to read the displays and labels, at least with a magnifying glass. If the available pictures are not adequate, take pictures in the actual control room if possible, or in the simulator, if not possible. Far views and closeup views can be helpful, but the number of closeup views can be reduced if line drawings can be obtained.

11. Using a stopwatch, take several time measurements for travel time to areas that are likely to be important in the systems analysis, for example, travel time from the control room to the diesel generator room. Use a fast walk as the basis for the time measures. Take into account any times required for passing through security doors. If station blackout or other disruption of the electricity to the security doors will be a consideration, include these procedures in the time measures.
12. Determine the manning and task assignments for both pre- and post-accident tasks. For the pre-accident tasks, this will include the type of person to perform the tasks and the type of person, if any, to perform immediate checking of the tasks. In addition, determine what kinds of special signals in the control room are associated with what kinds of recovery of pre-accident errors, and to what extent shiftly or less frequent checks are done using written checklists. The manner in which checklists are used is an important input to correct employment of the ASEP pre-accident HRA procedure. For the post-accident tasks, determine the minimum manning for routine control room operations, and the requirements for others to be present at what times into an accident sequence. If there have been any plant exercises in which such times were recorded, evaluate the design of the exercises to see if these times can be used in the HRA. For example, if everyone concerned knew that a plant blackout exercise was scheduled for a certain day, the measured times could be presumed to materially underestimate real-world times.

13. Using the ASEP HRA Nominal HRA Procedure in Chapters 5 and 8, collect the information required for using the basic conditions and optimum conditions in Table 5-2, the dependence level characteristics in Table 5-4, and the post-accident variables in Tables 8-1 and 8-4. To the extent that this information cannot be obtained, or to the extent that specific tasks to analyze cannot be identified by the systems analyst prior to the plant visit, the conservative default values and assumptions stated in the document should be employed.

14. Make arrangements for telephoning plant personnel for additional information subsequent to the plant visit. It is safe to assume that additional information will be required.
CHAPTER 2. CONCEPTS, ASSUMPTIONS, AND LIMITATIONS*

The basic concepts and many of the assumptions and limitations pertinent to the ASEP HRA Procedure can be found in NUREG/CR-1278, upon which the present "shortened version of THERP/Handbook" is primarily based. The present chapter presents only some of the ideas behind the ASEP HRA Procedure. These ideas include concepts, assumptions, and limitations, all intermeshed, because separating them would be artificial.

Usefulness of Human Reliability Analysis

The first assumption, of course, is that sufficiently accurate quantitative estimates of human performance can be made for the purposes of probabilistic risk assessment (PRA). This is a premise on which human reliability analysis (HRA) is based. A limitation is that such prediction often has a sizeable amount of uncertainty. Some would say that often the extent of the uncertainty is unknown. In the absence of a large storehouse of error relative frequencies and response times for all kinds of human tasks, one has to acknowledge that a certain amount of healthy skepticism regarding quantitative estimates of human behavior is warranted. Furthermore, the lack of precision in predicting human behavior combined with the usual emphasis of PRA on complex systems having some degree of risk to the public supports the effort to err on the conservative side in estimating human error probabilities (HEPs) and response times. That is, although one's goal is to estimate as accurately as possible HEPs and response times, conservatism means that if one does make an error of estimation, the estimates of probabilities and times should be larger rather than smaller.

On the positive side, it is the usual case that very gross estimates are acceptable for many purposes of PRA. This is true both for the "behavior" of equipment as well as for the behavior of humans. HEP estimates that might be off by a factor of 10 in either direction are sometimes acceptable.

HEPs and their UCBs

As used in this document (and in NUREG/CR-1278), each estimated HEP is assumed to represent a median value on a log-normal distribution of HEPs. As discussed in Chapter 7 of NUREG/CR-1278, it is recognized that other distributions often occur, but for PRA work, it is convenient to assume a log-normal distribution, and within wide bounds, it does not matter too much whether the distribution is exactly lognormal.

*All technical terms are underlined the first time they appear in this chapter, and they are defined in "Definitions of Technical Terms" in the prefatory pages.
In both documents, the upper bounds and lower bounds of HEPs reflect the estimated uncertainty in the estimation of an HEP. The uncertainty bounds (UCBs) include the variability of people and conditions and the uncertainty of the analyst in assigning HEPs to a task. The UCBs from NUREG/CR-1278 are conservatively judged by the authors of that document to include at least the middle 90% of the HEPs for that task. This uncertainty of individual HEPs is not necessarily the same as the uncertainty associated with an estimate of the long-run HEP, averaged across people and conditions. Also, these UCBs are not the same as statistical confidence limits which are based on data obtained from direct measurement of human performance on tasks, excluding subjective data. Additional explanation of these qualitative UCBs is found in Chapter 7 of NUREG/CR-1278. In the present document (and in NUREG/CR-1278), error factors (EFs) are sometimes used in place of UCBs in the tables of estimated HEPs. An EF is the square root of the ratio of the upper to lower UCB, with the constraints that the upper bound of the UCB is less than 1.0 and that on a log-normal distribution the EFs are symmetrical around the estimated median HEP, unless the distribution is truncated by an upper bound of 1.0. In Chapter 5, the EFs in some of the tables represent EFs for estimated total failure probabilities ($F_s$) that are based on several HEPs in an HRA event tree. Such EFs were calculated by the computer procedure described in Appendix B. This computer procedure is based on a method for propagating uncertainty bounds through an HRA event tree, as described in Appendix A of NUREG/CR-1278.

The listing of probabilities to several decimal places in some of the tables of HEPs is not meant to indicate great accuracy in the estimates, but merely to facilitate traceability in an HRA. When these HEPs are used in an HRA, considerable rounding should be employed for the final answer given to systems analysts. That is, the total failure probabilities ($F_s$) for the HRA event trees that are entered into the system fault trees or system event trees are rounded appropriately to avoid the appearance of inappropriate exactitude.

**Starting Point for the ASEP HRA Procedure**

The procedure assumes that the critical actions related to the man-machine interfaces have been identified by a team of systems analysts, human reliability analysts, and others as needed. This identification is not a one-shot task, of course, but must be continually evaluated and re-evaluated, especially to ensure that potential common-cause failures due to human error have not been overlooked. The ASEP HRA Procedure does not include a procedure for identifying critical man-machine interfaces. This is primarily the responsibility of systems analysts, but should include inputs from human reliability analysts.
Screening and Nominal HRAs

As noted in Chapter 1, the ASEP HRA Procedure includes procedures for a screening HRA and a nominal HRA. A screening HRA involves the use of conservative estimates of human behavior (i.e., higher human error probabilities and longer response times than one expects to be the case) to each human task considered in a PRA. A nominal HRA involves the use of the analyst's best estimates of HEPs and response times.

In a screening HRA, the screening probabilities and response times are assigned to each human task as an initial type of sensitivity analysis. If a screening value does not have a material effect in the systems analysis, it may be dropped from further consideration. That is, it is not included in the subsequent nominal HRA. Screening reduces to a manageable level the amount of more detailed analyses to be performed in the nominal HRA. It is necessary to make a satisfactory balance between too little and too much screening. If the screening numbers are much too large, as is likely to be the case when a coarse screening analysis is employed, very few events and tasks will be "screened out," and the follow-on nominal HRA may be unmanageable in terms of the resources available to perform the HRA. On the other hand, if a fine screening analysis is employed, there is a risk that the screening probabilities will be so small (or screening response times so short) that potentially important events and tasks will be erroneously screened out, and dropped from further consideration in the subsequent detailed (i.e., nominal) analyses. The HRA screening procedure in this document presents an attempt to achieve a balance between too little and too much screening. An exception is the procedure for an ultra-conservative screening analysis developed for the screening HRA for pre-accident tasks (described in Chapter 4). This procedure was developed at the suggestion of peer reviewers of the RMIEP screening HRA procedure (Swain, 1985a), and carried over into the ASEP screening HRA procedure. However, the method was not used in any of the four ASEP PRAs. In fact, none of these PRAs employed any screening in the HRA; only the nominal HRA procedure was used because of limitations in time and funds.

As stated in Chapter 1, the RMIEP screening HRA procedure was used as the starting point for both the ASEP screening HRA procedure and ASEP nominal HRA procedure. Modifications were made to the RMIEP HRA screening procedure to permit a somewhat more conservative screening HRA for ASEP. Both the ASEP and the RMIEP HRA screening procedures represent "fine screening" as opposed to more "coarse screening." An example of the latter is on page A-8 of EPRI NP-3583 (Hannaman and Spurgin, 1984), in which .001, .01, and .1 are suggested as screening HEPs for, respectively, skill-based, rule-based, and knowledge-based actions (as defined later in Table 2-1). In the RMIEP HRA, it was decided to employ a finer level of screening similar to that which was used in the Arkansas Nuclear One (ANO) Unit #1 PRA (Kolb et al, 1982). Therefore, the ANO HRA screening rules were used as a starting point for the development of RMIEP HRA screening rules more specific to the LaSalle boiling water nuclear power plant, the plant being used as the vehicle for RMIEP. The basic idea behind fine screening as opposed to coarse screening is that (1) unduly conservative HEP estimates can be avoided by some, but not very much, additional human reliability analysis, and (2) a sound background for the subsequent nominal
HRA is framed by a fine screening approach. The fine screening analysis is more likely to identify areas in which additional HRA is needed than a coarse screening analysis.

**Use of Sensitivity Analysis**

As noted in Chapter 1, the procedure for screening HRA and for nominal HRA in this document is a step-by-step procedure which can be followed in a logical sequence. In keeping with ASEP philosophy, the procedure represents less than a full-scale HRA of the type described in NUREG/CR-1278, but it is intended that the procedure not overlook any important human errors and dependence effects that could materially degrade system safety. Thus, the procedure includes some shortcuts to a full HRA, but these shortcuts are designed to err on the conservative side. In this sense, even the nominal HRA procedure represents a type of screening. Since the ASEP nominal HRA procedure does incorporate some conservatism, it can be appropriate to perform sensitivity analyses to see how much lower estimated HEPs would have to be before the estimated impact of human errors would not have a material effect in the systems analysis. If, say, a factor of 5 reduction would make a material difference in some sequence of actions, it could be worthwhile to perform a more detailed HRA on the human actions in question. If a factor of 10 reduction would make a material difference, it still might be appropriate to perform a detailed HRA inasmuch as the ASEP nominal HRA procedure does not always include credit for all recovery factors.

**Recovery Factors**

It is necessary to emphasize the distinction between some systems analysts' use of the word "recovery" and the human reliability analyst's use of the term "recovery factors" (RFs). These ASEP systems analysts think of recovery in terms of the ability of the system (including its operators) to "recover" from some abnormal event. They use the term, recovery analysis, to show quantitatively the extent to which the system is expected to recover from such an event. In the HRA field, the term, recovery factors, is used in a different sense. It is defined in the "List of Technical Terms" as "factors that prevent or limit the undesirable consequences of a human error." One of the most common RFs evaluated in an HRA is human redundancy, the use of a person to check another person's work or to duplicate the work. Other RFs usually evaluated are the effects of displays of component status in the control room (especially those which are annunciated), the effects of post-maintenance tests or post-calibration tests, and the effects of daily checks or walk-around inspections, if those RFs include the use of written checklists. In the ASEP HRA procedure for pre-accident tasks, no RF credit is given for the use of written checklists unless users of the checklists have been instructed to check off each listed item of equipment looked at, once the prescribed check has been completed.
Skill-Based, Rule-Based, and Knowledge-Based Behavior

In the late 1970s, Jens Rasmussen and his coworkers at Risø National Laboratory, Roskilde, Denmark, developed a task classification scheme to distinguish between different levels of mental complexity in the performance of tasks (Rasmussen, 1980, 1981b, 1982, Rasmussen and Lind, 1982, Goodstein, 1981). This scheme distinguishes between skill-based, rule-based, and knowledge-based behavior, as defined in depth in the three-page Table 2-1. For PRA purposes, most of the human behavior of interest in a pre-accident HRA falls into the categories of rule-based and skill-based behavior, with emphasis on the latter. A post-accident HRA deals with all three categories, especially rule-based and knowledge-based behavior.

In recent years, growing emphasis in PRAs has been in the area of knowledge-based behavior, especially possible diagnosis errors which could result in taking too much time to figure out what to do. The Rasmussen terminology therefore has appeared in several recent PRAs, and is included in the ASEP HRA Procedure. Although the distinctions among the three sets of behavior becomes blurred at times, these categories are still useful.

Misdiagnosis

The ASEP HRA Procedure cannot be used to estimate the probabilities of different modes of misdiagnosis. Misdiagnosis is treated merely as the failure to diagnose correctly, that is, the specific effects of possible erroneous diagnoses of any abnormal event are not evaluated, including any subsequent operator behavior based on an incorrect diagnosis. However, it is assumed conservatively that any failure to correctly diagnose an abnormal event within the allowable time (as discussed in Chapter 6) will result in a core damage accident. For many PRA purposes, this treatment is adequate. If this simplification is not acceptable, the misdiagnosis area can be treated separately, using NUREG/CR-1278 as a guide, plus a suggested new approach described in Swain and Weston (1987).

* * * * * * * *

Additional concepts, assumptions, and limitations in the ASEP HRA Procedure are stated in the chapters in Parts II and III.
Table 2-1 Definitions of Skill-Based, Rule-Based, and Knowledge-Based Behavior (p1/3)

(Copy of Table 2 from Swain and Weston, 1987)

Skill-Based Behavior: Rasmussen (1981b) notes that skill-based behavior consists of the performance of more or less stored patterns of behavior, e.g., manual control of fuel rod insertion and withdrawal, or operating a crane. One primary characteristic of skill-based behavior is that no interpretation of the meaning of a display is required; the display must be completely unambiguous with regard to the required action to take.

Goodstein (1981) states that skill-based behavior refers to "...highly trained sequences of 'automated' behavior typical for frequently encountered tasks. In process systems, this would occur in: (1) Control and steering tasks where the operator is part of the loop, and (2) Manipulative subroutines in connection with the use of tools and equipment for test, calibration, maintenance, adjustments. At this level, the external information should act as signals which define the space-time relations, deviations, variations, margins between the control object - be it the thumb and forefinger in a manipulative task - and the environment."

In their development of an HRA methodology which relies heavily on Rasmussen's concepts of skill-, rule-, and knowledge-based behavior, Hannaman and Spurgin (1984) state, "In skill-based behavior there is a very close coupling between the sensory input and the response action. Skill-based behavior does not directly depend on the complexity of the task, but rather on the level of training and the degree of practice in performing the task. While different factors may influence the specific behavior of a particular individual, a group of highly trained operators would be expected to perform skill-based tasks expeditiously or even mechanistically with a minimum of mistakes. For rule- and knowledge-based behavior, the connection between sensory inputs and output actions is not as direct as in skill-based behavior."

As Rasmussen notes, the dividing line between skill-based and rule-based behavior is fuzzy at times. A key point is that what is rule-based for one person can be skill-based for the person who is at such a high state of practice that he can execute a sequence of actions based on a single stimulus (or pattern of stimuli). For example, we classify as skill-based behavior the performance of well-memorized and frequently rehearsed immediate emergency actions when a reactor trip occurs in a nuclear power plant. In layman terms, very little thinking is required - if this, then that. Rasmussen and Lind (1982) state that skill-based performance rolls along without the person's conscious attention, and he will be unable to describe how he controls and on what information he bases the performance.
Table 2-1 Definitions of Skill-Based, Rule-Based, and Knowledge-Based Behavior (p2/3)

(Copy of Table 2 from Swain and Weston, 1987)

Rule-Based Behavior: Rasmussen (1981b) uses the term rule-based behavior to denote behavior that requires a more conscious effort (than is the case for skill-based behavior) in following stored (or written) rules, e.g., calibrating an instrument. "The activity at the rule-based level is to coordinate and control a sequence of skilled acts, the size and complexity of which depend on the level of skill in a particular situation - one single decision to go home for dinner may be enough for driving you there, if the ride is not disturbed" (Rasmussen and Lind, 1982).

Goodstein (1981) states that rule-based behavior is "...applicable for familiar but longer and more complex work situations where conscious control of a (stored or prescribed) sequence of tasks is required. Elements of the procedure can activate skill-based behavior but the rule is predominant and must be followed in order to achieve the relevant goal. Thus, rules are sequences of state-action-check tasks where success or failure is judged in terms of resultant system state. A direct perception of the actual physical object where possible gives reliable performance. However, in the control room, the operator must rely on the displayed information to serve as signs about the state of the process - both to identify the situation and to be able to associate to the appropriate set of rules as well as to check the progress of the execution of the rules. If this information is not suitably definitive but consists merely of conveniently perceivable signs which, with experience, seem to be adequate, then the operator can be trapped when situations arise for which the signs are not sufficient indicators of state."

Hannaman and Spurgin (1984) state, "Rule-based behavior is governed by a set of rules or associations, which are known and followed. A major difference between the rule-based and the skill-based behaviors stems from the degree of practice. If the rules are not well practiced, the human being has to consciously recall or check each rule to be followed. Under these conditions the human response is expected to be less timely and more prone to mistakes, since additional cognitive processes must be called upon. The potential for error results from problems with memory, the lack of willingness to check each step in a procedure, and failure to perform each and every step in the procedure in the proper sequence." Thus, they categorize the latter type of behavior as rule-based.

In our usage, an example of rule-based behavior would be the performance of most test and calibration procedures. The technician characteristically follows written statements. However, sometimes, the written steps are repeated so frequently that he relies on his memory, with a greater probability of errors of omission. Another example of rule-based behavior is the use of emergency operating procedures (EOPs), in which it is required that the EOP be read aloud by one operator who checks on the step-by-step performance of the person or persons performing the required actions.
Table 2-1 Definitions of Skill-Based, Rule-Based, and Knowledge-Based Behavior (p3/3)

(Copy of Table 2 from Swain and Weston, 1987)

Knowledge-Based Behavior: Rasmussen (1981b) applies the term knowledge-based behavior to cases in which the situation is, to some extent, unfamiliar—that is, where considerably more cognition is involved in one's deciding what to do. "The information process used by a person in a specific unfamiliar situation will depend very much on subjective knowledge and preferences and detailed circumstances for the task" (Rasmussen and Lind, 1982).

Goodstein (1981) states that knowledge-based behavior is "...necessary where skills or rules are either unavailable or inadequate so that conscious problem solving and planning are called for in order to meet the demands of the unfamiliar situation which has arisen. In this mode, information needs to be treated as symbols which can be directly utilized and manipulated within the particular system model and structure which form the reference frame for thinking about the system. Proper symbols will avoid the need for resource-demanding mental transformations. Examples from everyday include playing cards with their suits and numbers, chessmen, algebraic equations. Finding suitable process symbols is a more complex problem since representations of physical variables and relations at various levels are required."

Hannaman and Spurgin (1984) state, "When symptoms are ambiguous or complex, the state of the plant is complicated by multiple failures or unusual events, or the instruments give only an indirect reading of the state of the plant, the operator has to rely on his knowledge, and his behavior is determined by more complex cognitive processes. Rasmussen calls this knowledge-based behavior. The performance of the human being in this type of behavior depends on his knowledge of the plant and his ability to use that knowledge. This type of behavior is expected to be more prone to mistakes or misjudgments and require more time for the appropriate action to be taken."

We employ the term, knowledge-based behavior, in situations in which personnel have to interpret, diagnose, or use some level of decision-making, as defined in Table 6-1 in Chapter 6. Implicit in the definitions of skill-, rule-, and knowledge-based behavior is the idea that error frequencies can be reduced by designs of work situations in which requirements for knowledge-based behavior can be modified to requirements for rule-based behavior. This is a central rationale for the new symptom-oriented EOPs.
PART II. ASEP HRA PROCEDURE FOR PRE-ACCIDENT TASKS

This part consists of Chapter 3, "General Information for HRA Procedure for Pre-Accident Tasks," Chapter 4, "ASEP Screening HRA for Pre-Accident Tasks," and Chapter 5, "ASEP Nominal HRA for Pre-Accident Tasks." Chapter 3 provides assumptions and other statements that pertain primarily to activities performed by operations personnel, instrumentation and control personnel, and maintenance personnel under non-accident conditions which can affect the availability of safety systems needed for coping with an accident sequence. Chapter 4 presents the step-by-step procedure, models, and tables of estimated HEPs that one can use in performing the screening HRA for pre-accident tasks. Chapter 5 presents the same kind of information for the nominal HRA.
CHAPTER 3 GENERAL INFORMATION FOR HRA PROCEDURE FOR PRE-ACCIDENT TASKS

This chapter provides general information for the screening human reliability analysis (HRA) and the nominal HRA for pre-accident tasks (also in some PRAs called test and maintenance (T&M) tasks). To develop rules for the screening and nominal HRAs, modifications were made to the HRA screening procedure used in the Risk Methods Integration and Evaluation Program (RMIEP) (Swain, 1985a), which in turn was based primarily on modifications of NUREG/CR-1278. See Appendix A for more detail on the relationship of the RMIEP screening HRA to the ASEP HRA for pre-accident tasks. The rules for estimating human error probabilities (HEPs) and uncertainty bounds (UCBs) for screening HRAs and nominal HRAs for ASEP pre-accident tasks are found in, respectively, Chapters 4 and 5.

To develop an HRA procedure for pre-accident tasks, a simplified model of human behavior for these tasks was devised. The model includes a generic human error probability (HEP) of .03 that can be used for all such tasks, plus rules to adjust this basic HEP for the effects of recovery factors (RFs) and dependence effects. For estimating dependence effects, a special dependence model was developed, based on a simplification of the dependence model in NUREG/CR-1278. This chapter provides a short background for these models. For a more detailed background, see Swain (1985a) or a section on "Screening Rules for the Human Reliability Analysis in the Risk Methods Integration and Evaluation Program" in Volume 5 of NUREG/CR-4832 (Payne et al, 1987).

Definitions of Terms

Before proceeding further, it is suggested that the reader consult the prefatory pages to review the list of abbreviations and definitions of the following terms, which pertain to pre-accident tasks. Some of these terms are also defined in the text which follows.

- action
- activity
- administrative control
- basic conditions
- basic human error probability (BHEP)
- between-person dependence
- checker
- checklist
- common-cause failure
- compelling signal
- complete dependence (CD)
- conditional human error probability (CHEP)
- conservative screening analysis
- critical action
- critical parameters
- dependence (between two tasks)
error factor (EF)
error of commission (ECOM)
error of omission (EOM)
general area (see: same general area)
high dependence (HD)
HRA event tree
human error
human error probability (HEP)
human redundancy
human reliability analysis (HRA)
inspection
joint human error probability (JHEP)
knowledge-based actions (or behavior)
lower (uncertainty) bound (LB)
man-machine interface
negative dependence
nominal analysis
nominal HRA
normal operating conditions
optimum conditions
parallel system
plant policy
positive dependence
post-calibration test
post-maintenance test
pre-accident task
recovery factor (RF)
response time
restore or restoration task
rule-based actions (or behavior)
same general area
same visual frame of reference
screening analysis
screening HRA
series system
skill-based actions (or behavior)
skill-of-the-craft
suspense form or record
systems analysis
talk-through
task
task analysis
test and maintenance task
total-failure term (or probability) ($F_T$)
travel time
ultra-conservative screening analysis
uncertainty bound (UCB)
upper (uncertainty) bound (UB)
visual frame of reference (see: same visual frame of reference)
within-person dependence
zero dependence (ZD)
Pre-Accident Tasks of Interest

Pre-accident tasks typically of interest in a PRA consist of routine and corrective maintenance, calibration, surveillance tests, and restoration (i.e., the returning of components and systems to their normal conditions following maintenance, calibration, or testing). In some PRAs, the term "test and maintenance" (T&M) is used as a synonym for pre-accident tasks.

In a typical PRA, some potential errors in the maintenance of components are not included in the systems analysis because such errors have already been counted in the failure rate estimates for components, and it would be inappropriate to count human errors twice. These kinds of maintenance errors usually refer to repairs or adjustments, e.g., repacking a locally-operated valve. In addition, other maintenance errors may not be counted in a PRA because of post-maintenance (PM) tests which, if done correctly, would discover such errors. Similarly, errors in most calibration tasks also are not included in the PRA because of post-calibration (PC) tests. It is imperative that the analyst identify those cases in which PM or PC tests, even if performed correctly, will not identify maintenance or calibration errors. The ASEP HRA procedure allows for this contingency as well as for the possibility that a PM or PC test is incorrectly performed.

In general, the tasks of primary interest in an HRA of pre-accident operations will be those in which restoration errors are possible. A typical restoration task consists of opening or closing of locally-operated valves (also called manual valves) or motor-operated valves (MOVs) after completion of some repairs or a test, so that these valves are restored to their normal status. (Some analysts include restoration tasks as "maintenance tasks," but other analysts do not because the plant personnel designated as maintenance personnel normally do not change the status of valves; this is done by operations personnel, usually auxiliary reactor operators.)

Although pre-accident tasks may include elements of skill-based, rule-based, or knowledge-based behavior as defined in Table 2-1, typically only rule-based behavior is of interest for PRA purposes when assessing pre-accident tasks. That is, the HRA considers how well persons carry out rules (usually, written rules). For the pre-accident HRA emphasizing the estimated quantitative impact of human performance on system safety, the interest is with potential errors only, and not with potential response time, i.e., how long it would take persons to perform the pre-accident tasks. For other HRA purposes, of course, response time could be of concern, as, for example, if an HRA is being used to compare the efficiency of different maintenance procedures in terms of manpower utilization.

As with the post-accident HRA procedure, the pre-accident HRA procedure begins with the assumption that the critical man-machine interfaces have been identified by a team of systems analysts and human reliability analysts. This identification is not a one-time endeavor, of course, but must be continually evaluated and re-evaluated, especially to ensure that potential common-cause failures due to human error have not been overlooked.
A Basic HEP for Pre-Accident Tasks

A basic HEP of .03 was selected as a conservative HEP for pre-accident tasks as part of the developmental effort in the Risk Methods Integration and Evaluation Program (RMIEP). This basic HEP was also adopted for the ASEP HRA Procedure. The .03 basic HEP (BHEP) was based on some HRAs and additional reviews of pre-accident procedures at the LaSalle nuclear power plant (NPP), a boiling water reactor (BWR). These HRAs and some of the other developmental background are presented in Swain (1985a) or the section on "Screening Rules for the Human Reliability Analysis in the Risk Methods Integration and Evaluation Program" in Volume 5 of NUREG/CR-4832 (Payne et al, 1987).

The BHEP of .03 is for performance of pre-accident actions, exclusive of any recovery factors (RFs), and represents a combination of a generic HEP of .02 assessed for an error of omission (EOM) and a generic HEP of .01 assessed for an error of commission (ECOM), with the conservative assumption that an ECOM is always possible if an EOM does not occur. Thus for each critical action that must be accomplished, e.g., restore a valve to its normal operating position after maintenance, or perform a critical step in a calibration procedure, a total BHEP of .03 is used. The .03 represents the sum of the two possible failures, either (1) an EOM or (2) no EOM but an ECOM. Algebraically, the total-failure term (or probability) $F_T$ for a one-component system is,

$$ F_T = .02 + (.98 \times .01) = .0298 \sim .03 $$

Reference to the tables in Chapter 20 of NUREG/CR-1278 will show that the .03, and its constituents of .02 and .01, represent conservatism in that these ASEP HEPs are larger than many of the basic HEPs in that document that are related to pre-accident actions.

Recovery Factors for Pre-Accident HRA

To assess the effects of recovery factors (RFs) on the BHEP of .03, a conservative approach was taken. First, each RF is applied to the .03 rather than being applied separately for EOMs and ECOMs, a major conservatism. Second, the number of RFs that to be considered in the ASEP HRA Procedure is limited. For the screening HRA, the number of RFs to be considered is more severely limited than for the nominal HRA. Recovery factor HEPs are designated as .1, except for a .01 HEP of failing to perform or to perform correctly a required post-maintenance test or a post-calibration test. The .1 HEP is the nominal recovery BHEP for human redundancy stated as item #1 in Table 20-22 in NUREG/CR-1278.

The procedure makes a distinction between basic conditions in which no RFs are presumed to be available and optimum conditions in which allowable RFs are present. In the tables of RFs in Chapters 4 and 5, each numbered basic condition has its same numbered complementary optimum condition. For a case in which all of the basic conditions apply, the BHEP of .03 is assessed as the human-caused failure of some critical safety component or system that is...
unavailable. For a case in which all of the optimum conditions apply, $F_m$ is considered to be negligible because of the multitude of RFs. For intermediate conditions, screening and nominal procedures are provided.

Some additional conservatisms are employed. For example, generally each available RF is counted only once, even in the case in which one check is made at the site of the operation and a different one inside the control room. Similarly, even though there may be a requirement for a shiftly or daily check of component status, no credit for the RF is allowed unless a written checkoff list is required for the checker. For the screening HRA, this RF is counted only once. For the nominal HRA, at least initially the RF is counted only once. However, if the resultant joint HEP (i.e., the product of the BHEP and the RF HEP) turns out to have a material effect in the systems analysis, periodic checks may be counted more than once, using the procedure described in Chapter 9 "Unavailability" in NUREG/CR-1278. (For example applications, see NUREG/CR-2254.)

In addition to applying each RF to the BHEP of .03 rather than separately to each EOM and ECOM, the following conservatism is used. If there is more than one component to be checked in a group of components being treated as a "system" for analysis purposes, the relevant RFs are applied to the components as a group, rather than to each component individually. This means that each RF is treated independently of the number of components in a system; each RF is counted only once to be conservative and, also, to account for the possibility that not all RFs will be employed on every occasion in which they should be employed. Thus, for any system, regardless of the number of components, the term at the end of each failure path in any HRA event tree can be multiplied by .1. This is equivalent to summing up the failure terms at the ends of all failure paths, without regard to RFs, and then multiplying the answer by the failure probability of an RF or the product of all failure probabilities of the RFs in question.

**Dependence Effects for Pre-Accident HRA**

The BHEP of .03 must be modified for the effects of dependence. The .1 HEP for failure of a recovery factor already includes the effects of between-person dependence between the person originally performing the task and the second person or other recovery factor. Therefore, what remains is to define rules for assessing the effects of within-person dependence, that is, dependence between the tasks performed by one person (in this case, the original task performer or the recovery factor performer).

The positive dependence model and other dependence guidelines in Chapter 10 "Dependence" in NUREG/CR-1278 require considerable judgment of a qualified HRA specialist for each set of tasks in which dependence must be assessed. For ASEP, it was necessary to develop a new dependence model and associated rules of application that could be used by systems analysts who do not have a formal background in human factors technology or HRA.
In the ASEP treatment of dependence, dependence effects are treated differently for RFs and for original task performance. For RFs, dependence effects are not specifically considered because of the rule that in any group of tasks, each RF will be applied only once, and because even in the exceptions for periodic checks, independence can be assumed.

For original task performance, dependence effects are treated differently for parallel systems and for series systems. A parallel system is one in which $F_T$ occurs only if all components in a system are unavailable; system success occurs as long as at least one of the components is available. A series system is one in which system success occurs only if all components in a system are available; the failure of only one component renders the entire system unavailable, and is designated as $F_m$. Because of the large amount of component redundancy in nuclear power plants (NPPs), most applications of HRA are for parallel systems when more than one component defines the system.

For the screening HRA, dependence is treated very simply and conservatively. Zero dependence (ZD) is assessed among the same critical human actions on different components that are in series. For a parallel system, complete dependence (CD) is assessed among the same critical human actions on different components that are in parallel. However, if a testing schedule is such that different redundant trains or components within a train are tested or restored on different shifts, ZD is assessed.

The treatment of dependence for the nominal HRA is more detailed. For parallel systems, zero dependence (ZD) is assumed for ECOMs while either ZD or some non-zero level of positive dependence can be assessed for EOMs. For conservatism, negative dependence is not used in parallel systems. For such systems, the use of positive dependence only results in conservatism.

For the treatment of series systems in the nominal HRA, the use of only positive dependence only results in a very small underestimation of HEPs, as long as the BHEP is not much larger than .01. The use of negative dependence would result in the most conservatism in a series system, but would add a considerable amount of complexity in the judgments required in the assessment of dependence. Furthermore, for the usual BHEPs assessed in an HRA, the use of negative dependence would add only a very small amount of conservatism as compared to an assessment of zero dependence. Consequently, for the analysis of series systems, ZD is assessed for both ECOMs and EOMs. This seems to be a good balance between complexity avoidance and maximum conservatism. (Chapter 10 in NUREG/CR-1278 discusses positive and negative dependence in series and parallel systems and how to estimate their effects.)

Chapter 5 includes the detailed ASEP dependence model and procedure for the nominal HRA.
An Example Illustrating Dependence Among Human Actions

Assume that there are some valves to be restored to their usual state after completion of some test or maintenance procedures. From a human factors viewpoint, the dependence among the restoration actions for these valves does not depend on whether the valves themselves are in series or in parallel with regard to how they work in the system. (We will assume that the operator's knowledge of whether they are in series or parallel has no major effect on his behavior.)

The operator may forget to initiate the entire restoration action because of distraction, or other influences. This error of omission (EOM) is not related at all to the design of the valves. In the dependence modeling for human actions, the probability of an operator making an EOM for the first valve to be restored is usually considered to include his probability of forgetting to initiate the entire restoration task. In this example we will drop this EOM from any treatment other than that associated with the first valve in the set.

Once the operator has initiated the task of restoration, he may forget any one or more of the valves in the set of valves (more EOMs), and for any valve he did not forget, he may make some error of commission (ECOM). For valve restoration, two kinds of ECOMs are possible that are usually considered in an HRA. One error would be the failure to fully open or fully close a valve. We can ignore this ECOM because the only credible way for this error to occur would be if the valve stuck in an intermediate position. Thus, the probability of this ECOM would be the joint probability of the valve’s sticking and the operator’s failure to note this equipment problem. This joint probability is usually assessed as being negligible. The other ECOM consists of a selection error. If any of the valves in a set are similar in position, appearance, or other factors, a selection error is likely. Usually, we consider that selection errors of this sort are completely independent, and we would assess a zero level of dependence (ZD) among such errors. For purpose of this example only, let us ignore the effects of dependence on ECOMs and restrict the example to EOMs. (Remember, as noted earlier in this chapter, in the ASEP HRA Procedure for pre-accident tasks, it is always assumed that an ECOM is possible if an EOM is not made.)

NUREG/CR-1278 provides rules for assessing the dependence among the separate valve restoration actions with regard to EOMs. The dependence among the restoration actions can range from zero dependence (ZD) to complete dependence (CD). (We will ignore the possibility of negative dependence, and assume positive dependence only for this example.) If the valves are located in completely different rooms and are in different steps in a checklist, clearly there is little if any dependence among the actions. In such a case, we assess ZD. On the other hand, if the valves are all located in one central group, especially if they are all within the operator’s visual field at once, we would usually assess CD for EOMs. For intermediate relationships, intermediate levels of dependence would be assessed.

Let us assume that we have only two different situations, the ones described above, and we have assigned ZD and CD to them as above. Let us simplify the problem and consider a set of valves to consist of only two valves, valves "A"
and "B." Figure 3-1 shows an HRA event tree of this situation. The probability of an EOM for valve "A" is designated as the capital letter A. The probability of no EOM (i.e., 1 - A) is designated as the small letter a (the operator did remember to restore valve "A"). In HRA event trees, failure limbs are always indicated with capital letters, and are branched to the reader's right. Success limbs are indicated with small letters and are branched to the left. Because the HRA event tree is a binary decision tree, the probabilities assessed to the two limbs in each branching must sum to 1.0, and the sum of the probabilities at the end of all the success and failure paths through the tree also must sum to 1.0. Equivalent notation is used for valve "B," except for illustrative purposes that the appropriate conditionality has been conventionally indicated with the | sign, e.g., B|a means the probability of an EOM on Valve "B," given that no EOM has been made on valve "A." For simplicity, the full statement, B|a, is usually stated simply as B; the conditionality is understood. To avoid confusion in the B statements, B|A might be stated as B'(i.e., B prime). In the example below, the full statements are used. This standard notation is used throughout the report, and is described fully in Chapter 5 of NUREG/CR-1278.

![HRA Event Tree for EOMs for Hypothetical Tasks "A" and "B"](image)

For series systems,

\[ F = 1 - a(b|a), \]

or \[ a(B|a) + A(b|A + B|A) = a(B|a) + A \]

For parallel systems,

\[ F = A(B|A), \]

or \[ 1 - [a(b|a) + a(B|a) + A(b|A)] \]

Figure 3-1 HRA Event Tree for EOMs for Hypothetical Tasks "A" and "B"
Consider the ZD case first. The valves themselves might be connected in series (which we will call ZD,ser) or in parallel (ZD,par). If the valves are connected in series, then from a systems point of view, \( F|ZD,ser = a(B|a) + A, \) or \( 1 - a(b|a) \). That is, if an EOM is made for either valve, the system fails; both valves must be restored for system success to occur, i.e., \( S = a(b|a) \). If the valves are connected in parallel, then from a systems point of view, \( F|ZD,par = A(B|A) \). That is, the system will fail only if both valves are not restored. If either is restored, system success will occur.

Now consider the CD case. Again, the valves themselves might be connected in series (which we will call CD,ser) or in parallel (CD,par). If the valves are connected in series, then from a systems point of view, \( F|CD,ser = a(B|a) + A, \) or \( 1 - a(b|a) \). If the valves are connected in parallel, then from a systems point of view, \( F|CD,par = A(B|A) \). Note that the two sets of equations for ZD and CD are identical. The answers will be different when one puts in the appropriate conditional probabilities for the letter symbols denoting correct or incorrect human actions.

Let us assume in the case of the ZD level of dependence that \( A = B|A \). This equality is usually the case. It means that the basic human error probabilities (BHEPs) (i.e., the probabilities without considering the effects of dependence) of the two tasks ("A" and "B") are equal. This is what one would expect if the restoration task is to restore similar-appearing valves. For the CD case, by definition \( B|A \) must equal 1.0 and \( b|a \) must equal 0.

Assume that \( A = B|A = .03 \), that is, the BHEPs are equal to .03. Now we can work out the system failure probabilities for the above four cases:

\[
\begin{align*}
F|ZD,ser &= 1 - a(b|a) = 1 - .97^2 = .0591 \approx .06 \\
F|ZD,par &= A(B|A) = .03^2 = .0009 \approx .001 \\
F|CD,ser &= 1 - a(b|a) = 1 - (.97 \times 1.0) = .03 \\
F|CD,par &= A(B|A) = .03 \times 1.0 = .03
\end{align*}
\]

The above simplified HRA problem illustrates the point that what is designated as system success is defined by the way in which the system works, and that assessment of levels of dependence among human actions is based only on the interrelationships among the human actions themselves. The example also illustrates that for the typical HEPs used in an HRA of pre-accident tasks (i.e., HEPs not much larger than .01), dependence is an important consideration in the analysis of parallel systems, but not for series systems.
CHAPTER 4. ASEP SCREENING HRA FOR PRE-ACCIDENT TASKS

General Information

In Chapter 2, the distinction between a nominal and a screening HRA was discussed, and also the distinction between a coarse and a fine screening HRA, as applied to pre-accident tasks. The ASEP HRA screening rules can be classified as a very fine level of screening. The primary characteristics of a very fine level of screening are (1) it is based on an initial plant-specific task analysis, (2) it includes some credit for human error recovery factors (RFs), and (3) it takes into account certain possibilities of task dependence that could result in common-cause failures resulting from within-person or between-person dependence. Note that in the ASEP screening HRA for pre-accident tasks each RF may be counted only once.

Either of two sets of estimated probabilities can be employed in the HRA screening procedure for pre-accident tasks. The first set involves the use of conservative total-failure terms ($F_T$) that have been calculated as described in Swain (1985a) and in the section on "Screening Rules for the Human Reliability Analysis in the Risk Methods Integration and Evaluation Program" in Volume 5 of NUREG/CR-4832 (Payne et al, 1987). The second set involves the use of the upper bounds (UBs) of the estimated uncertainty bounds on the $F_T$s, calculated by the uncertainty bounds propagation computer program described in Appendix B. The use of the UBs of the $F_T$s provides an ultra-conservative screening procedure. It is important to emphasize that this ultra-conservative screening method uses the UBs of the $F_T$s; it does not involve the use of the UBs for every estimated HEP that went into the calculations of each of the $F_T$s in the above tables. Such an approach would be an "extreme worst-case analysis," and would amount to no screening at all.

Because of time and fund limitations, neither screening procedure was used in the ASEP PRAs. Both are included here for completeness.

The Procedure

Table 4-1 presents the steps to follow in applying the ASEP HRA Screening Procedure for pre-accident tasks, and Tables 4-2 and 4-3 present the tables of estimated HEPs and other rules for the HRA screening procedure for pre-accident tasks. For background material used to develop these tables, including the rationale for the basic HEP of .03, see Swain (1985a) or the section on the HRA screening procedure in Volume 5 of NUREG/CR-4832 (Payne et al, 1987).
Table 4.1 Procedure for Screening HRA of Pre-Accident Tasks (p1/3)

1. Visit the plant initially to observe a sample of pre-accident tasks (especially calibration tasks, post-calibration and post-maintenance tests, and restoration tasks) and obtain relevant written procedures and other documentation that spells out operating sequences and rules.

   a. The observations should include talk-throughs of several pre-accident procedures, emphasizing restoration tasks, and, if possible, some actual calibration tasks and post-calibration and post-maintenance tests. Failure to make these observations, including interviews with operating personnel who actually perform the tasks, will mean that the estimated HEPs will probably have to be higher than otherwise.

   b. Carefully evaluate the quality of the administrative control, e.g., how well prescribed pre-accident tasks, especially human error recovery factors (RFs), will be performed. (See Chapter 16 in NUREG/CR-1278 for more detail.)

   c. Other plant visits should not be necessary during the screening process, but may be necessary for the subsequent nominal HRA.

2. Based on the information obtained in step 1, determine if the basic HEP of .03 should be adjusted upwards for unusually poor human factors, especially written procedures. No downward adjustment is permitted.

   a. As the .03 already is a conservative HEP, the decision for an upward adjustment should be fully documented. The human factors in a plant would have to be unusually poor to require an upward adjustment.

   b. If it is not possible to make this evaluation because of inability to observe pre-accident tasks (or to receive talk-throughs of these tasks) or because of inability to evaluate adequately the administrative control procedures, employ a .05 basic HEP in place of the .03 HEP. All the other numbers in the tables which are based on the .03 HEP will have to be changed, using the arithmetic implied by the tables.

3. Identify the pre-accident critical actions in terms of the systems analysis. (Note: Ideally, this step should be performed prior to the plant visit. In ASEP, this was not possible due to scheduling restrictions.) Obtain any additional written materials required.

4. Identify the recovery factors (RFs) listed below. Do not consider any other RFs. For each critical action, count each relevant RF only once.

   a. Determine for which critical pre-accident actions, errors can be assessed as fully recoverable by "compelling signals," usually one or more annunciators when a maintenance or calibration task is completed or before normal power operation can be resumed.
Table 4-1 Procedure for Screening HRA of Pre-Accident Tasks

b. Determine for which critical pre-accident actions, errors will be recovered by a post-maintenance (PM) or post-calibration (PC) test if the test is performed correctly. (Just because a test is scheduled does not guarantee that it will be performed, and performed correctly.)

c. Determine for which critical pre-accident actions, (1) a second person is required to directly verify component status after completion of the actions by the original performer, or (2) the original performer is required to make a separate check of component status at a different time and place from his original performance. An example of the latter would be for an operator to restore a locally-operated valve to its normal operating condition following maintenance, and then to return to the control room and note that an appropriate indicator light shows the desired position of the valve. No recovery credit is given for either check unless a written checkoff list is used during the check.

d. Determine for which critical pre-accident actions there is a requirement for a shiftly or daily check of component status in or outside of the control room, using a written list. No recovery credit is given for either check unless a written checkoff list is used during the check.

5. Consider all of the following critical tasks, i.e., include them in the screening analysis. (Exclude all other tasks.)

a. All tasks which have no RFs, as defined above.

b. All tasks for which there is a common-cause situation, i.e., incorrect performance of the task could fail redundant systems or components.

c. All tasks for which there is no common-cause situation and if any of the following RFs apply:
   1) 4.b only
   2) 4.c only
   3) 4.d only
   4) 4.c and 4.d in combination

6. Assign a basic HEP (BHEP) of .02 for each error of omission (EOM) and .01 for each error of commission (ECOM). Assume that an ECOM is always possible if an EOM is not made. Therefore, for each critical action, assign a total BHEP of .03.

7. Assign a .1 HEP for failure of each relevant RF, except for a .01 failure to perform a required PM or PC test or to perform it correctly. The RF already includes between-person dependence, and is assumed to apply to the EOM and ECOM as a unit, i.e., to the BHEP of .03 for a complete critical action. Therefore, it is appropriate to multiply the .03 by the...
Table 4-1 Procedure for Screening HRA of Pre-Accident Tasks (p3/3)

product of the RF HEPs and to treat the final product as a unit. It is judged that the assessed probability of failure of each RF is high enough to also include estimated failures of administrative control, i.e., the failure to perform the prescribed RF. (See Chapter 16 in NUREG/CR-1278 for examples of administrative control.)

8. Consult Table 4-2 to ascertain which set of conditions apply to each critical action, and for the restrictions in the number of RFs to use. No other RFs are allowed than those in Table 4-2.

9. Consult Table 4-3 to determine which of nine cases applies to each critical action. For each case, the appropriate total-failure probability \( F_n \) and its upper bound (UB) are listed, exclusive of the effects of within-person dependence. For a conservative screening analysis, use the \( F_n \)s. For an ultra-conservative screening analysis, use the UBs of the \( F_n \)s.

10. Decide whether the critical human actions are performed in the context of a parallel or a series system.
   a. For a series system, assess zero dependence (ZD) among the same critical human actions on different components that are in series.
   b. For a parallel system assess complete dependence (CD) among the same critical human actions on different components that are in parallel. However, if a testing schedule is scheduled such that different redundant trains or components within a train are tested or restored on different shifts, assess ZD.
   c. In the ASEP PRAs, other coupling of human actions were to be assessed as part of "Beta Factors," generic common-cause factors based on failure data and which were developed by systems analysts to account for unknown effects. Examples are improper maintenance of several components by the same person who used an incorrect maintenance method, or the miscalibration of several sensors resulting from faulty calibration equipment. The use of Beta Factors is not part of this screening HRA procedure. See Flemming et al (1985) for further information. (No screening analysis was used in the ASEP PRAs, including the ASEP HRAs.)

11. Enter the \( F_n \)s (or UBs of the \( F_n \)s) in the appropriate system fault trees or system event trees, paying special attention that the dependence effects identified for human actions are preserved in the way in which the \( F_n \)s are used. See Chapters 5 and 10 of NUREG/CR-1278 for guidelines.
Table 4-2  Basic and Optimum Conditions for Screening HRA of Pre-Accident Tasks, Exclusive of Within-Person Dependence Effects (p1/2)

Note 1: "Basic Conditions" refer to the absence of error recovery factors (RFs). "Optimum Conditions" refer to the presence of RFs. Each numbered Basic Condition has its same numbered complementary Optimum Condition.

Basic Conditions

Note 2: If all of the basic conditions apply (i.e., there are no RFs), the basic HEP of .03 is assessed, or, for an ultra-conservative screening analysis, its upper bound of .15 is assessed.

1. Unavailable component status is not indicated in the control room by some "compelling signal" such as an annunciator when the maintenance or calibration task or subsequent test is finished or before normal power operations can be resumed.

2. Component status is not verified by a post-maintenance (PM) or a post-calibration (PC) test; that is, it is not required or, if performed, does not verify component status.

3. There is no requirement for an RF involving (1) a second person directly to verify component status after completion of a maintenance or calibration task or (2) the original performer to make a separate check of component status at a different time and place from his original task performance, or (3) the verification does not require use of a written checkoff list.

4. Shiftly or daily checks of component status (in or outside of the control room) are done without using a written checkoff list, or are not done at all.
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Optimum Conditions

Note 3: If all of the optimum conditions apply, or if optimum condition 1 only applies, a negligible HEP is assessed due to the excellence of the RFs. If an ultra-conservative screening analysis is being employed, use an HEP of .00001.

1. Unavailable component status is indicated in the control room by some "compelling signal" such as an annunciator when the maintenance or calibration task or subsequent test is finished or before normal power operation can be resumed.

2. Component status is verifiable by a PM or PC test. If done correctly, full recovery of any related error is assumed. An HEP of .01 is assessed for failure to perform the test correctly (including failure to do the test).

3. There is a requirement for an RF involving (1) a second person directly to verify component status after completion of a maintenance or calibration task, or (2) the original performer to make a separate check of component status at a different time and place from his original task performance. No credit is given for either check unless a written test is used during a check. An HEP of .1 is assessed for failure of this RF to catch an error by the original task performer. This RF is presumed to be inoperative if a required PM or PC test is not performed correctly, as such failure indicates inadequate quality assurance.

4. There is a requirement for a shiftly or daily check of component status (in or outside of the control room), using a written list. An HEP of .1 is assessed for the failure of such a check to detect the unavailable status. For screening purposes, this RF may be used only once per error.
Table 4-3 Applications of Table 4-2, Exclusive of Within-Person Dependence Effects (p1/2)

Note 1: For each case below, the total failure probability, $F_T$, is listed with its error factor (EF) and upper bound (UB) in parentheses. The $F_T$ is the product of the basic HEP of .03 and the probabilities of failure of the relevant RFs. The EFs on the $F_T$s were calculated using the UCBs propagation computer program described in Appendix B. For a conservative screening analysis, use the $F_T$s; for an ultra-conservative analysis, use the UBs of the $F_T$s, i.e., the $F_T$s divided by their EFs.

Note 2: In the first 4 cases, there is no "compelling signal" as feedback. In addition, the post-maintenance (PM) or post-calibration (PC) test is determined to be ineffective in the sense that, even if performed correctly, it will not catch the original error.

Case I - PM or PC Test not effective; no other RFs used:
a. All Basic Conditions apply.
b. $BH_{EP} = .03 = F_T$. (EF = 5, UB = .15).

Case II - No compelling signal feedback; PM or PC Test not effective; both other RFs used:
a. Basic Conditions 1, 2 apply.
b. Optimum Conditions 3, 4 apply.
c. $F_T = .03 \times .1 \times .1 = .0003$. (EF = 16, UB = .005).

Case III - No compelling signal feedback; PM or PC Test not effective; second person or other immediate RF used:
a. Basic Conditions 1, 2, 4 apply.
b. Optimum Condition 3 applies.
c. $F_T = .03 \times .1 = .003$. (EF = 10, UB = .03).

Case IV - No compelling signal feedback; PM or PC Test not effective; periodic check is made:
a. Basic Conditions 1, 2, 3 apply.
b. Optimum Condition 4 applies.
c. $F_T = .03 \times .1 = .003$. (EF = 10, UB = .03).
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Note 3: In the last 5 cases, the PM or PC Test is determined to be effective, i.e., if performed correctly it will detect the original error.

Case V - Original error is annunciated; all other optimum conditions are immaterial:
   a. At least Optimum Condition #1 applies.
   b. $F_T = \text{negligible. (Assess UB of .00001)}$.

Case VI - PM or PC Test is effective if performed correctly; no other RFs used:
   a. Basic Conditions 1, 3, 4 apply.
   b. Optimum Condition 2 applies.
   c. Probability of not performing, or not performing correctly, the required PM or PC Test = .01
   d. $F_T = .03 \times .01 - .0003$. (EF ~ 10, UB ~ .003).

Case VII - No compelling signal feedback; PM or PC Test is effective if performed correctly; both other RFs are used:
   a. Basic Condition 1 applies.
   b. Optimum Conditions 2, 3, 4 apply.
   c. $F_T = .03 \times .01 \times 1.0 \times .1 = .00003$. (EF ~ 16, UB ~ .0005).
   (Note: The 1.0 means no recovery credit is given for Optimum Condition 3 if the PM or PC Test is not done or done correctly per Optimum Condition 2.)

Case VIII - No compelling signal feedback; PM or PC Test is effective if performed correctly; second person or other immediate RF is used:
   a. Basic Conditions 1, 4 apply.
   b. Optimum Conditions 2, 3 apply.
   c. $F_T = .03 \times .01 \times 1.0 = .0003$. (EF ~ 10, UB ~ .003).

Case IX - No compelling signal feedback; PM or PC Test is effective if performed correctly; periodic check is made:
   a. Basic Conditions 1, 3 apply.
   b. Optimum Conditions 2, 4 apply.
   c. $F_T = .03 \times .01 \times .1 = .00003$. (EF ~ 16, UB ~ .0005).
CHAPTER 5. ASEP NOMINAL HRA FOR PRE-ACCIDENT TASKS

General Information

Much of the procedure for the pre-accident nominal human reliability analysis (HRA) for ASEP is similar to the screening HRA in Chapter 4. For example, steps 1-8 and 11 of Table 5-1, the Procedure for Nominal HRA of Pre-Accident Tasks, are almost identical to steps in Table 4-1, the equivalent table for the screening procedure. The major difference between the screening and nominal HRA procedures is the latter's greater credit for recovery factors (RFs) and a more detailed consideration of dependence effects. However, in the procedures for the nominal HRA, the human error probabilities (HEPs) assigned to failure of RFs represent a more conservative assessment than that which would be obtained by use of the THERP/Handbook approach given in NUREG/CR-1278. The treatment of dependence in the ASEP nominal HRA procedure for pre-accident tasks represents a simplification of the positive dependence model in Chapter 10 of NUREG/CR-1278. As usual, such simplification results in some loss of accuracy, and is compensated for by making the dependence assessments more conservative than would be the case when using the dependence model in NUREG/CR-1278.

Most of the HEPs in the tables are total failure probabilities, Fₜ, which represent the basic HEP of .03 for some original error multiplied by failures of various recovery factors. The tables also include the error factor (EF) for each Fₜ to permit the calculations of upper uncertainty bounds (UBs) and lower uncertainty bounds (LBs) of the Fₜ's. To obtain the UB, multiply the Fₜ by the EF; to obtain the LB, divide the Fₜ by the EF. (The EFs were calculated using the uncertainty bounds propagation computer program described in Appendix B.) The LBs can be used to conduct a sensitivity analysis. For example, assume that the HRA results for several tasks using the nominal values have a material impact on the systems analysis. In a sensitivity analysis, the LBs of the appropriate Fₜ terms can be used instead of the nominal Fₜ values to see if the lower values would have no material effect in the systems analysis. If it were found that the lower values for some tasks had no effect, this could provide a rationale for a more detailed HRA to be performed per NUREG/CR-1278 to see how low the estimated Fₜ's would be (1) when full credit is given to all of the recovery factors and (2) when better estimates are made of the basic HEPs than the gross value of .03 selected for the original HRA using the ASEP HRA Procedure.

Another purpose of the uncertainty bounds (UCBs) is to provide a basis for a Monte Carlo procedure. The upper and lower bounds on the Fₜ estimates are intended to represent 95% and 5% error probabilities on a presumed lognormal scale of error probabilities, with the nominal Fₜ value representing the
Discussion of ASEP Dependence Model

There are two types of dependence used in the ASEP HRA Procedure: between-person dependence and within-person dependence. Between-person dependence is handled in the treatment of RFs in the basic procedure in Table 5-1. Within-person dependence is handled with a new dependence model described below. Within-person dependence refers to the dependence among human actions by one person who is performing operations on more than one component. The components can constitute a series system or a parallel system, for example, two pumps which are both needed to accomplish a necessary function (a series system) or two pumps, either one of which will accomplish a necessary function (a parallel system). In the case of the series system, one human error, e.g., forgetting to start either pump, will prevent the necessary function from being activated. In the case of the parallel system, two human errors would be required to defeat the function, e.g., forgetting to start both pumps.

The ASEP Nominal HRA Procedure includes a new model for assessing within-person dependence for pre-accident tasks. The dependence model in NUREG/CR-1278 has five levels of positive dependence: zero dependence (ZD), low dependence (LD), moderate dependence (MD), high dependence (HD), and complete dependence (CD). The ASEP model is also a positive dependence model, but it uses only three of these levels, ZD, HD, and CD, and makes additional simplifications. No provision is made in this model for assessing negative dependence, as in nearly all HRA applications, such an assessment leads to unbelievably low estimates of joint HEPs (i.e., the product of the HEP for the first task and the conditional HEPs derived by use of negative dependence). (See Chapter 10 in NUREG/CR-1278 for the rationale behind this statement.)

The ASEP dependence model is presented in two formats. Figure 5-1 presents the model in the form of a binary decision tree. Table 5-4, later in this chapter, uses the results of this tree to provide tabled guidelines for assessing within-person dependence levels.

Following is a discussion of Figure 5-1, starting with the top of the table and working downwards. The first decision node, Series System?, asks whether the same critical human actions on different components are for components that constitute a series system. If the answer is yes, ZD is assessed for both errors of omission (EOMs) and errors of commission (ECOMs). This means, of course, that ZD is assessed for the BHEP of .03. If the answer is no, this is equivalent to stating that the different components constitute a parallel system, and leads to the next decision node, ECOM? The Yes path under this decision node means that for parallel systems, ZD is assessed for the ECOM part of the BHEP of .03, i.e., for the .01 that is the assessed contribution of an ECOM, as discussed in Chapter 3. The No path is equivalent to assessing dependence for the EOM part of the BHEP of .03, i.e., the .02 that is the
Figure 5-1 ASEP Model for Assessing Within-Person Positive Dependence Levels for Nominal HRA of Pre-Accident Tasks
assessed contribution of an EOM. The remainder of the tree deals with assessing ZD, HD, or CD for the EOM portion of the BHEP. Step 10 in the basic procedure in Table 5-1 refers to Tables 5-4 and 5-5 in which provision is made to handle the EOM and ECOM aspects of a task in a parallel system.

The next decision node, Actions on different components within 2 minutes?, deals with closeness in time. If the actions are not close in time (i.e., within two minutes), ZD is assessed the EOM portion. If the actions take place in a time span of two minutes or less, the next decision node, Actions within same visual frame of reference?, refers to closeness in spatial separation. Components are defined as being in the same frame of reference if both are in view without head movement, as the operator is performing an action on one of them. If the answer is yes, CD is assessed for the EOM portion of the BHEP. A no answer leads to the next decision node, Actions within same visual frame of reference? Here, if the answer is yes, CD is assessed. A no answer leads to the final decision node, Actions on different components within same general area only? Components in the "same general area" are considered to be no farther apart than a few steps. If the answer is yes, HD is assessed. The No path is designated as not applicable (N/A); it is assumed to define an empty set because, in general, actions that take place within two minutes of each other should be at least in the same general area.

Following is additional, partly redundant discussion of the ASEP dependence model intended to assist the user in how it should be applied, with reference to the tables making up the procedure for the nominal HRA for pre-accident tasks.

First, ZD is always assessed among the critical human actions on different components that are in series. Therefore, the systems analyst can use the rules and F_s in Table 5-3 with appropriate modification for the number of components in the system, as provided for in Table 5-5.

For parallel systems, it is necessary for the systems analyst to first identify those pre-accident tasks of interest for which ZD can be assessed for the EOM portions of the tasks. For those tasks for which ZD is assessed, the above rules and F_s in Table 5-3 are relevant, with appropriate modification for the number of components in the system, as provided for in Table 5-5. ZD is assessed among the same critical actions on parallel components if the actions do not occur closely in time, i.e., the between-action interval for each pair of related actions is more than 2 minutes. The two-minute rule was adopted as a conservative modification of the one-minute guideline discussed under the heading "Functional Relationships Among Tasks" beginning on page 10-19 of NUREG/CR-1278. ZD is also assessed if there is good physical separation of the components in question (i.e., the components are not in the same visual frame of reference) and the operator is supposed to write down some information pertaining to each component in question, not just making a check mark or writing down ones initials. Any two components in a related group are considered to be in the same visual frame of reference if the operator can see one of them without moving his head as he is performing some action on the other. This assessment of ZD for same type critical actions related to components with good physical separation may be made even if the actions required
for each well-separated component occur closely in time. (In the ASEP probabilistic risk assessment (PRA) of the Grand Gulf boiling water reactor (BWR) nuclear power plant (NPP) in Volume 6 of NUREG/CR-4550, the "same frame of reference" was defined as components being within 4 feet of each others. While this definition is not as conservative as the one above, the difference is probably not important, and the "within 4 feet" rule is easier to apply.)

For parallel system applications, the assessment of ZD is only slightly less conservative than a non-zero level of positive dependence, i.e., $F_\infty$'s will be slightly smaller if ZD is assessed. For this reason, then, there should be a sound rationale for the assessment of the zero level of dependence when assessing parallel systems.

Next, for parallel systems, the systems analyst must identify those tasks for which non-zero levels of positive dependence are to be assessed. For conservatism, only two non-zero levels of positive dependence are used of the four levels identified in Chapter 10 of NUREG/CR-1278. The two non-zero levels used are complete dependence (CD) and high dependence (HD). Assessments of low dependence (LD) and moderate dependence (MD) are not made. CD is assessed if the components in question are within the same visual frame of reference, whether or not the operator is supposed to write down some information about each component, and the between-action interval for each set of related actions is 2 minutes or less. HD is assessed if the between-action interval for each set of related actions is 2 minutes or less, the components in question are in the same general area, but not within the same visual frame of reference, and there is no requirement for the operator to write information about each component. For example, HD would be assessed if the physical separation and time separation are as stated, and the operator either writes down nothing or he makes check marks or uses his initials to check off that steps in the procedure have been accomplished. (In the ASEP PRA of the Grand Gulf BWR NPP, this intermediate dependence level was not assessed. If ZD could not be assessed, CD was assessed, resulting in additional conservatism for parallel system applications.) For simplicity, it is assumed that the level of dependence in any set of related actions remains constant. For example, in a three-component parallel system, if CD is assessed between the first and second components, CD should also be assessed between the second and third components. Table 5-4 summarizes these guidelines for assessing dependence.

The Procedure

Table 5-1 presents the steps to follow in applying the ASEP Nominal HRA Procedure for pre-accident tasks, and Tables 5-2, 5-3, 5-4, and 5-5 present the tables of estimated HEPs and other rules for this procedure. For background material used to develop these tables, including the rationale for the basic HEP of .03, see Swain (1985a) or the section on "Screening Rules for the Human Reliability Analysis in the Risk Methods and Evaluation Program" in Volume 5 of NUREG/CR-4832 (Payne et al, 1987).
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Table 5-1: Procedure for Nominal HRA of Pre-Accident Tasks

(1/4) If not done during the screening HRA, visit the plant to observe a sample of pre-accident tasks (especially calibration, tasks, post-calibration and post-maintenance tests, and restoration tasks) and obtain relevant written procedures and other documentation that spells out operating sequences and rules. To accomplish this, several pre-accident procedures as they are being performed will be emphasized. Restoration tasks, and, if possible, some actual calibration tasks and post-calibration and post-maintenance tests. Failure to make these observations, including interviews with operating personnel who actually perform the tasks, will mean that the estimated HEP will probably have to be higher than otherwise.

a. The observations should include talk-throughs of several pre-accident procedures as they are being performed, emphasizing restoration tasks, and, if possible, some actual calibration tasks and post-calibration and post-maintenance tests. Failure to make these observations, including interviews with operating personnel who actually perform the tasks, will mean that the estimated HEP will probably have to be higher than otherwise.

b. Carefully evaluate the quality of the administrative control, e.g., how well prescribed pre-accident tasks, especially human error recovery factors (RFs), will be performed. (See Chapter 16 in NUREG/CR-1278 for more details.)

c. Additional plant visits may be necessary once it has been determined which pre-accident tasks have a material effect in the overall systems analysis. These additional visits will be needed for the same reason, but for the purpose of making the pre-accident tasks more conservative.

2. Based on the information obtained in step 1, determine if the basic HEP of .05 should be adjusted upwards for unusually poor human factors, especially written procedures. No downward adjustment should be made without a more thorough HRA of the kind specified in NUREG/CR-1278.

a. As the .05 is a conservative HEP, the decision for an upward adjustment should be fully documented. The human factors in a plant would have to be unusually poor to require an upward adjustment. If it is not possible to make this evaluation because of inability to observe pre-accident tasks (or to do receive talk-throughs of these tasks) or because of inability to evaluate adequately the administrative control procedures, employ a .05 basic HEP in place of the .03 HEP. All the other numbers in the tables which are based on the .03 HEP will have to be changed using the arithmetic implied by the tables.
Table 5-1 Procedure for Nominal HRA of Pre-Accident Tasks (p2/4)

4. Identify the recovery factors (RFs) listed below. Do not consider any other RFs.

a. Determine for which critical pre-accident actions, errors are fully recoverable by "compelling signals," usually one or more annunciators when a maintenance or calibration task is completed or before normal power operation can be resumed.

b. Determine for which critical pre-accident actions, errors can be recovered by a post-maintenance (PM) or post-calibration (PC) test if the test is performed correctly. (Just because a test is scheduled does not guarantee that it will be performed, and performed correctly.)

c. Determine for which critical pre-accident actions, (1) a second person is required to directly verify component status after completion of the actions by the original performer, or (2) the original performer is required to make a separate check of component status at a different time and place from his original performance. An example of the latter would be for an operator to restore a locally-operated valve to its normal operating condition following maintenance, and then to return to the control room and note that an appropriate indicator light shows the desired position of the valve. No recovery credit is given for either check unless a written checkoff list is used during the check.

d. Determine for which critical pre-accident actions there is a requirement for a shiftly or daily check of component status in or outside of the control room, using a written checkoff list. No recovery credit is given for either check unless a written checkoff list is used during the check.

e. For supervisor sign-off without his actually visually checking each component in question, give RF credit for the entire pre-accident job having been initiated, but not for the accuracy or completeness of any task or step in the job. That is, this RF does not constitute a check on errors of omission (EOMs) or errors of commission (ECOMs) for individual actions in the job.

5. Assign a basic HEP (BHEP) of .02 for each EOM and .01 for each ECOM. Assume that an ECOM is always possible if an EOM is not made. Therefore, for each critical action, assign a total BHEP of .03.
6. Assign a 0.1 HEP for failure of each relevant RF, except for a 0.01 failure to perform a required PM or PC test or to perform it correctly. The RF already includes between-person dependence, and is assumed to apply to the EOM and ECOM as a unit, i.e., to the BHEP of 0.03 for a complete critical action. Therefore, it is appropriate to multiply the 0.03 by the product of the RF HEPs, and treat the final product as a unit. It is judged that the assessed probability of failure of each RF is high enough to also include estimated failures of administrative control, i.e., the failure to perform the prescribed RF. (See Chapter 16 in NUREG/CR-1278 for examples of administrative control.)

7. Consult Table 5-2 to ascertain which set of conditions apply to each critical action, and for the restrictions in the number of RFs to use. With the following two exceptions, no other RFs are allowed than those in Table 5-2.

a. The 0.1 HEP for failure of a supervisor sign-off to detect that an entire set of pre-accident tasks was not initiated should be considered separately when constructing the HRA event trees. (Note: For conservatism, this RF was not employed in the ASEP PRAs.)

b. If any task has a material effect in the overall systems analysis, and this task had an RF based on a shiftly or daily written check, a more detailed HRA can be performed, giving the appropriate credit for the shiftly or daily check, rather than just counting it once per Table 5-2. If this approach is followed, carefully evaluate the possibility of any dependence among the checks, i.e., justify any assumption of zero dependence.

8. Consult Table 5-3 to determine which of nine cases applies to each critical action. For each case, the appropriate total-failure probability ($F_T$) and its error factor (EF) are listed, exclusive of the effects of within-person dependence.

a. For the nominal HRA, use the $F_T$s in Tables 5-3 and 5-5. For a Monte Carlo procedure, the distribution for each $F_T$ can be used, assuming the listed $F_T$ is the median on a lognormal curve and the UB and LB represent, respectively, the 95% and 5% HEPs.

b. In the ASEP PRAs, a few other cases involving dependence of human actions was assessed as part of "Beta Factors," generic common-cause factors based on failure data and which were developed by systems analysts to account for dependence effects. Examples are improper maintenance of several components by the same person who used an incorrect maintenance method, or the miscalibration of several sensors resulting from faulty calibration equipment. The use of Beta Factors is not part of this nominal HRA procedure. See Flemming et al (1985) for further information.
Table 5-1  Procedure for Nominal HRA of Pre-Accident Tasks (p4/4)

9. Decide whether the critical human actions are performed in the context of a parallel or a series system.

a. For a series system, assess zero dependence (ZD) among the same critical human actions on different components that are in series.

b. To obtain required information for assessing within-person dependence in a parallel system, determine which components of interest are within the same visual frame of reference (i.e., those which are in view without head movement as an operator is performing an action on one of them), within the same general area, or not within the same general area, and/or which operator actions are close in time (i.e., less than 2 minutes). If information on physical separation cannot be obtained, assume the components are in the same visual frame of reference. If information on time cannot be obtained, assume the actions occur closely in time.

c. Consult Table 5-4 to assess the levels of dependence between the critical human actions performed by an operator which are related to the components in question. For simplicity, assume that the level of dependence in any set of human actions on related components remains constant. Note that ZD is assumed for human actions related to series systems. As explained in Chapter 10 of NUREG/CR-1278, this assumption provides a small (usually immaterial) increase in conservatism for the relatively small basic HEP of .03. Note that in parallel systems, ZD is assumed for the ECOM portion (i.e., .01) of the basic HEP of .03, and ZD, high dependence (HD), or complete dependence (CD) is assessed for the EOM portion (i.e., .02) of the basic HEP of .03. Low dependence (LD) and moderate dependence (MD) (from the dependence model in NUREG/CR-1278) are not used. For the usual applications, this omission results in increased conservatism.

10. Consult Table 5-5 to determine the Fₚₛ (or UBs or LBs of the Fₚₛ) for any of the nine cases (in Table 5-3) relevant to the analysis, as modified for multiple-component systems and for the effects of dependence (from Table 5-4). Note that for some dependence assessments, the contribution of ECOMs are ignored, and only that of EOMs are used. This dependence procedure is more conservative than that found in Chapter 10 of NUREG/CR-1278.

11. Enter the Fₚₛ (or UBs or estimated distribution parameters of the Fₚₛ) in the appropriate system fault trees or system event trees, paying special attention that the dependence effects identified for human actions are preserved in the way in which the Fₚₛ are used. See Chapters 5 and 10 of NUREG/CR-1278 for guidelines.
Table 5-2 Basic and Optimum Conditions for Nominal HRA of Pre-Accident Tasks, Exclusive of Within-Person Dependence Effects (p1/2)

Note 1: "Basic Conditions" refer to the absence of error recovery factors (RFs). "Optimum Conditions" refer to the presence of RFs. Each numbered Basic Condition has its same numbered complementary Optimum Condition.

**Basic Conditions**

Note 2: If all of the basic conditions apply (i.e., there are no RFs), the basic HEP of .03 with an EF of 5 is assessed.

1. Unavailable component status is not indicated in the control room by some "compelling signal" such as an annunciator when the maintenance or calibration task or subsequent test is finished or before normal power operations can be resumed.

2. Component status is not verified by a post-maintenance (PM) or a post-calibration (PC) test; that is, it is not required or, if performed, does not verify component status.

3. There is no requirement for an RF involving (1) a second person directly to verify component status after completion of a maintenance or calibration task or (2) the original performer to make a separate check of component status at a different time and place from his original task performance, or (3) the verification does not require use of a written checkoff list.

4. Shiftly or daily checks of component status (in or outside of the control room) are done without a written checkoff list, or are not done at all.
Table 5-2 Basic and Optimum Conditions for Nominal HRA of Pre-Accident Tasks, Exclusive of Within-Person Dependence Effects (p2/2)

Optimum Conditions

Note 3: If all of the optimum conditions apply, or if optimum condition 1 only applies, a negligible HEP is assessed due to the excellence of the RFs. Use an upper bound (UB) of .00001.

1. Unavailable component status is indicated in the control room by some "compelling signal" such as an annunciator when the maintenance or calibration task or subsequent test is finished or before normal power operation can be resumed.

2. Component status is verifiable by a PM or PC test. If done correctly, full recovery of any related error is assumed. An HEP of .01 is assessed for failure to perform the test correctly (including failure to do the test).

3. There is a requirement for an RF involving (1) a second person directly to verify component status after completion of a maintenance or calibration task, or (2) the original performer to make a separate check of component status at a different time and place from his original task performance. No credit is given for either check unless a written checkoff list is used during a check. An HEP of .1 is assessed for failure of this RF to catch an error by the original task performer. This RF is presumed to be inoperative if a required PM or PC test is not performed correctly, as such failure indicates inadequate quality assurance.

4. There is a requirement for a shiftly or daily check of component status (in or outside of the control room), using a written checkoff list. An HEP of .1 is assessed for the failure of such a check to detect the unavailable status. For the initial nominal HRA, this RF may be used only once per error. If this conservatism results in a task’s having a material effect in the system analysis, perform a more detailed analysis, giving credit for the daily or shiftly schedule, per NUREG/CR-1278.
Table 5-3 Applications of Table 5-2, Exclusive of Within-Person Dependence Effects (p1/2)

Note 1: For each case below, the total failure probability, \( F_T \), is listed with its error factor (EF) in parentheses. The \( F_T \) is the product of the basic HEP of .03 and the probabilities of failure of the relevant RFs. The EFs on the \( F_T \)s were calculated using the UCBs propagation computer program described in Appendix B. To calculate the upper uncertainty bound (UB) and lower uncertainty bound (LB), multiply and divide each \( F_T \) by its EF.

Note 2: In the first 4 cases, there is no "compelling signal" as feedback. In addition, the post-maintenance (PM) or post-calibration (PC) test is not effective in the sense that, even if performed correctly, it will not catch the original error.

Case I - PM or PC Test not effective; no other RFs used:
  a. All Basic Conditions apply.
  b. \( BHEP = .03 = F_T \). (EF = 5).

Case II - No compelling signal feedback; PM or PC Test not effective; both other RFs used:
  a. Basic Conditions 1, 2 apply.
  b. Optimum Conditions 3, 4 apply.
  c. \( F_T = .03 \times .1 \times .1 = .0003. \) (EF = 16).

Case III - No compelling signal feedback; PM or PC Test not effective; second person or other immediate RF used:
  a. Basic Conditions 1, 2, 4 apply.
  b. Optimum Condition 3 applies.
  c. \( F_T = .03 \times .1 = .003. \) (EF = 10).

Case IV - No compelling signal feedback; PM or PC Test not effective; periodic check is made:
  a. Basic Conditions 1, 2, 3 apply.
  b. Optimum Condition 4 applies.
  c. \( F_T = .03 \times .1 = .003. \) (EF = 10).
Table 5-3  Applications of Table 5-2,  
Exclusive of Within-Person Dependence Effects (p2/2)

Note 3: In the last 5 cases, the PM or PC Test is effective, i.e., if performed correctly it will detect the original error.

Case V - Original error is annunciated; other optimum conditions are immaterial:
   a. At least Optimum Condition #1 applies.
   b. $F_T = \text{negligible.} \quad \text{(Assess UB of .00001).}$

Case VI - PM or PC Test is effective if performed correctly; no other RFs used:
   a. Basic Conditions 1, 3, 4 apply.
   b. Optimum Condition 2 applies.
   c. Probability of not performing or not performing correctly required PM or PC Test = .01  
   d. $F_T = .03 \times .01 = .0003. \quad \text{(EF } \sim 10).$

Case VII - No compelling signal feedback; PM or PC Test is effective if performed correctly; both other RFs are used:
   a. Basic Condition 1 applies.
   b. Optimum Conditions 2, 3, 4 apply.
   c. $F_T = .03 \times .01 \times 1.0 \times 1 = .00003. \quad \text{(EF } \sim 16).$
   (Note: The 1.0 means no recovery credit is given for Optimum Condition 3 if the PM or PC Test is not done or done correctly per Optimum Condition 2.)

Case VIII - No compelling signal feedback; PM or PC Test is effective if performed correctly; second person or other immediate RF is used:
   a. Basic Conditions 1, 4 apply.
   b. Optimum Conditions 2, 3 apply.
   c. $F_T = .03 \times .01 \times 1.0 = .00003. \quad \text{(EF } \sim 10).$

Case IX - No compelling signal feedback; PM or PC Test is effective if performed correctly; periodic check is made:
   a. Basic Conditions 1, 3 apply.
   b. Optimum Conditions 2, 4 apply.
   c. $F_T = .03 \times .01 \times .1 = .00003. \quad \text{(EF } \sim 16).$
Table 5-4  Guidelines for Assessing Within-Person Dependence Levels for Nominal HRA of Pre-Accident Tasks

SERIES SYSTEMS:
Assume ZD for both EOMs and ECOMs

PARALLEL SYSTEMS:

**Errors of Omission (EOMs)**

For the Group of Components in Question:

<table>
<thead>
<tr>
<th>Level of Dependence</th>
<th>Located in Same:</th>
<th>Operator Required to</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actions Close in Time*</td>
<td>Visual Frame of Area</td>
</tr>
<tr>
<td>YES NO YES NO YES NO YES NO YES NO YES NO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZD - -</td>
<td>- x</td>
<td>either</td>
</tr>
<tr>
<td>HD - -</td>
<td>- x</td>
<td>x</td>
</tr>
<tr>
<td>CD - -</td>
<td>- x</td>
<td>x</td>
</tr>
</tbody>
</table>

**Errors of Commission (ECOMs)**

Assume ZD Regardless of Conditions

---

*Actions are considered to be close in time if the actions required for each component in the group are separated by 2 minutes or less.

**Two components are in the same frame of reference if both are in view without head movement, as the operator is performing an action on one of them. In one ASEP PRA, the same frame of reference was defined as components being within 4 feet of each other. This definition is not as conservative as that in the first sentence in this footnote, but the difference is probably not important, and the "within 4 feet" rule is easier to apply.*
Table 5-5  $F$'s for Table 5-3 BHEPs, Modified for Multiple-Component Systems, Assuming Dependence Levels Determined by Using Guidelines in Table 5-4, and Including RFs ($p_{1/3}$)

Note 1: Scientific notation is used in this table to save space.

Note 2: The upper bounds (UBs) and lower bounds (LBs) are calculated by multiplying and dividing the $F$'s by the error factors (EFs) which are listed in parentheses. The EFs were calculated using the UCBs propagation method described in Appendix B.

Note 3: If ZD can be assessed for the EOMs in a parallel system, $F_r = (0.03 \times F_{rf})^n$,

where .03 is the basic HEP combining the contribution of EOM (HEP = .02) and ECOM (HEP = .01) for one component, $F_{rf}$ is the probability of failure of the relevant RFs, and $n$ is the number of components in the system. With the assumption of ZD for ECOMs (per Table 5-4), the ECOM HEP of .01 contributes materially to $F_r$ in a parallel system. The UBs and LBs for the median HEPs related to ZD in a parallel system are listed in parentheses following each HEP:

.01 (.03 - .003); .02 (.1 - .004); .03 (.15 - .006); .1 (.5 - .02).

Note 4: If other than ZD is assessed for the EOMs in a parallel system, ignore the ECOMs, as they do not contribute materially to $F_r$, and calculate the $F$'s for assessments of CD and HD as follows,

\[
F_{T|CD} = 0.02 \times F_{rf} \times 1.0^{n-1} = 0.02 \times F_{rf}
\]

\[
F_{T|HD} = 0.02 \times F_{rf} \times 0.5^{n-1}
\]

where .02, $F_{rf}$, and $n$ are defined per Note 3, and 1.0 and .5 are the conditional HEPs for the second or more human actions following the basic EOM. The UBs and LBs for the median HEPs related to a CD and HD in a parallel system are listed in parentheses following each HEP:

.01 (.03 - .003); .02 (.1 - .004); .1 (.5 - .02); 1.0 (1.0 - 1.0).
Table 5-5 F_s for Table 5-3 BHEPs, Modified for Multiple-Component Systems, Assuming Dependence Levels Determined by Using Guidelines in Table 5-4, and Including RFs (p2/3)

Note 5: If ZD is assessed for the human actions in a series system, use the basic HEP of .03 (EOM + ECOM), and employ an approximate failure equation as follows:

\[ F_T = n(0.03 \times F_{rf}) \]

where .03, n, and \( F_{rf} \) are defined per Note 3. The UBs and LBs for the three median HEPs in the table related to a series system are listed in parentheses following each HEP:

.01 (.03 - .003); .03 (.15 - .006); .1 (.5 - .02).

Note 6: In the first 4 cases below, the PM or PC test is not effective in the sense that, even if performed correctly, it will not catch the original error.

<table>
<thead>
<tr>
<th>Case # &amp; RFs &amp; # of components</th>
<th>One component</th>
<th>Parallel System (If ZD, see Note 3)</th>
<th>Series System (If not ZD, see Note 4)</th>
<th>ZD (See Note 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>1</td>
<td>3E-2(5)</td>
<td>2E-2(5) 1E-2(6)</td>
<td>6E-2(4)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2E-2(5) 5E-3(7)</td>
<td>9E-2(3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2E-2(5) 3E-3(7)</td>
<td>1.2E-1(3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2E-2(5) 1E-3(8)</td>
<td>1.5E-1(2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case II</td>
<td>1</td>
<td>3E-4(10)</td>
<td>2E-4(10) 1E-4(8)</td>
<td>6E-4(5)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2E-4(10) 5E-5(9)</td>
<td>9E-4(4)</td>
<td></td>
</tr>
<tr>
<td>(I x .01)</td>
<td>3</td>
<td>2E-4(10) 3E-5(10)</td>
<td>1.2E-3(4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2E-4(10) 1E-5(11)</td>
<td>1.5E-3(3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case III</td>
<td>1</td>
<td>3E-3(10)</td>
<td>2E-3(10) 1E-3(11)</td>
<td>6E-3(7)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2E-3(10) 5E-4(12)</td>
<td>9E-3(6)</td>
<td></td>
</tr>
<tr>
<td>(I x .1)</td>
<td>3</td>
<td>2E-3(10) 3E-4(13)</td>
<td>1.2E-2(5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2E-3(10) 1E-4(14)</td>
<td>1.5E-2(4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case IV</td>
<td>1</td>
<td>3E-3(10)</td>
<td>2E-3(10) 1E-3(11)</td>
<td>6E-3(7)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2E-3(10) 5E-4(12)</td>
<td>9E-3(6)</td>
<td></td>
</tr>
<tr>
<td>(I x .1)</td>
<td>3</td>
<td>2E-3(10) 3E-4(13)</td>
<td>1.2E-2(5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2E-3(10) 1E-4(14)</td>
<td>1.5E-2(4)</td>
<td></td>
</tr>
</tbody>
</table>
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Note 7: In the last 5 cases below, the PM or PC test is effective i.e., if performed correctly, it will catch the original error.

<table>
<thead>
<tr>
<th>Case # &amp; RFs components</th>
<th>One component</th>
<th>Parallel System</th>
<th>Series System</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(If ZD, see Note 3)</td>
<td>(If not ZD, see Note 4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>HD</td>
</tr>
<tr>
<td>Case V 1 - 5</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
</tr>
<tr>
<td>Case VI 1</td>
<td>3E-4(10)</td>
<td>2E-4(10)</td>
<td>1E-4(8)</td>
</tr>
<tr>
<td>(I x .01)</td>
<td>2</td>
<td>2E-4(10)</td>
<td>5E-5(9)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2E-4(10)</td>
<td>3E-5(10)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2E-4(10)</td>
<td>1E-5(11)</td>
</tr>
<tr>
<td>Case VII 1</td>
<td>3E-5(16)</td>
<td>2E-5(16)</td>
<td>1E-5(14)</td>
</tr>
<tr>
<td>(I x .01 x .1)</td>
<td>2</td>
<td>2E-5(16) negligible</td>
<td>9E-5(7)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2E-5(16) negligible</td>
<td>1.2E-4(6)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2E-5(16) negligible</td>
<td>1.5E-4(6)</td>
</tr>
<tr>
<td>Case VIII 1</td>
<td>3E-4(10)</td>
<td>2E-4(10)</td>
<td>1E-4(8)</td>
</tr>
<tr>
<td>(I x .01)</td>
<td>2</td>
<td>2E-4(10)</td>
<td>5E-5(9)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2E-4(10)</td>
<td>3E-5(10)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2E-4(10)</td>
<td>1E-5(11)</td>
</tr>
<tr>
<td>Case IX 1</td>
<td>3E-5(16)</td>
<td>2E-5(16)</td>
<td>1E-5(14)</td>
</tr>
<tr>
<td>(I x .01 x .1)</td>
<td>2</td>
<td>2E-5(16) negligible</td>
<td>9E-5(7)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2E-5(16) negligible</td>
<td>1.2E-4(6)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2E-5(16) negligible</td>
<td>1.5E-4(6)</td>
</tr>
</tbody>
</table>

Note 8: In one ASEP PRA, additional conservatisms were employed. First, if the dependence level per Table 5-4 was not assessed as ZD, it was assessed as CD. That is, HD was not used. Second, for parallel systems, the basic HEP of .03 was employed for CD rather than the .02 suggested in Note 4 above.
PART III. ASEP HRA PROCEDURE FOR POST-ACCIDENT TASKS

This part consists of Chapter 6, "General Information for HRA Procedure for Post-Accident Tasks," Chapter 7, "ASEP Screening HRA for Post-Accident Tasks," and Chapter 8, "ASEP Nominal HRA for Post-Accident Tasks." Chapter 6 provides assumptions and other statements that pertain primarily to activities performed by operations personnel after annunciation of some abnormal event has occurred. Concepts are described that deal with knowledge-based behavior (i.e., diagnosis of the abnormal event) and the usual rule-based behavior associated with post-diagnosis actions. Chapter 7 presents the step-by-step procedure, models, and tables of estimated HEPs that one can use in performing the screening HRA for post-accident tasks. Chapter 8 presents the same kind of information for the nominal HRA.
CHAPTER 6 GENERAL INFORMATION FOR HRA PROCEDURE FOR POST-ACCIDENT TASKS

This chapter provides general information for the screening human reliability analysis (HRA) and the nominal HRA for post-accident tasks. To develop rules for the screening and nominal HRAs, modifications were made to the RMIEP screening HRA procedure [see Swain (1985a) or the section on "Screening Rules for the Human Reliability Analysis in the Risk Methods Integration and Evaluation Program" in Volume 5 of NUREG/CR-4832 (Payne et al, 1987)], which in turn was based primarily on modifications of NUREG/CR-1278. See Appendix A for more information on the relationship of the RMIEP screening HRA procedure to the ASEP HRA procedure for post-accident tasks. The rules for estimating human error probabilities (HEPs) and uncertainty bounds (UCBs) for ASEP screening HRAs and nominal HRAs for post-accident tasks are found in, respectively, Chapter 7 and Chapter 8.

To develop an HRA procedure for post-accident tasks, a simplified model of human behavior for these tasks was devised. The model makes some simplifying assumptions about diagnosis behavior, and clarifies some of the rules in NUREG/CR-1278 which were only implicit. In addition, rules for allowing credit for the new symptom-oriented emergency operating procedures (EOPs) are provided. This chapter provides a background for the general models found in Chapters 7 and 8.

Definitions of Terms

Before proceeding further, it is suggested that the reader consult the prefatory pages to review the list of abbreviations and definitions of the following terms, which pertain to post-accident tasks. Some of these terms are also defined in the text which follows.

abnormal event (or condition or situation)
accident
action
activity
compelling signal
conservative screening analysis
critical action
critical parameters
diagnosis
doubling rule
dynamic task
emergency operating procedure (EOP)
error factor (EF)
event-based emergency operating procedure
extremely high stress level
graphics EOP
high stress
human error probability (HEP)
Post-Accident Tasks of Interest

Post-accident tasks are divided into diagnosis tasks and post-diagnosis tasks, both of which are intended to maintain or ensure reactor protection once some abnormal event has occurred. Diagnosis refers to the probability of a correct diagnosis within the time required to permit the carrying out of the required post-diagnosis actions. Diagnosis is defined as the attributing of the most likely cause(s) of an abnormal event to the level required to identify those systems or components whose status can be changed to reduce or eliminate the
problem. In the context of the new symptom-oriented EOPs, diagnosis does not necessarily require that some name be attached to the abnormal event, e.g., small loss-of-coolant accident (LOCA).

In short, diagnosis merely means figuring out what to do when an abnormal event has been recognized. Diagnosis involves knowledge-based behavior, as defined in Table 2-1. Post-diagnosis actions are those taken which logically follow a correct diagnosis of the abnormal event. Post-diagnosis actions involve rule-based or skill-based behavior (Table 2-1). Diagnosis and related words (cognition, interpret, decide, judgment, etc.) are often used differently by different people, and dictionary definitions are not always helpful, as indicated in the second column in Table 6-1. The ASEP HRA Procedure uses the definitions in the third column of this table. The human activity does not always follow the sequence shown in this column. Instead, there are many possible interactions and shortcuts in responding to an abnormal event, as shown in Figure 6-1.

The specific abnormal events to be analyzed in HRAs in the ASEP probabilistic risk assessments (PRAs) were designated by systems analysts. They included such events as station blackouts, anticipated transients without scram (ATWS), loss-of-coolant accidents (LOCAs), loss of AC or DC bus, and loss of component cooling water.

The identification of the related human behaviors and potential errors in each of the abnormal events analyzed in a PRA is accomplished by a team of systems analysts, human reliability analysts, appropriate plant personnel (especially licensed reactor operators and simulator instructors), and others as needed. The team uses the typical task analysis methods (interviews, observations, simulator exercises, etc.) described in Chapter 4 of NUREG/CR-1278 and in NUREG/CR-2254. As shown in Figure 6-2, an HRA of post-accident tasks typically starts with the annunciation (or other compelling signal) of an abnormal event. For purposes of PRA, there are only two success paths. One of these success paths (the top path in the figure) requires a correct diagnosis to be made within time constraints, as defined later, and the appropriate post-diagnosis actions (primarily rule-based behavior) to be correctly performed within their time constraints (again, as defined later). The other success path (which has rarely been considered in published PRAs, including the ASEP PRAs) allows a misdiagnosis, but assumes a successful recovery from the misdiagnosis, followed by the correct performance of the post-diagnosis actions, again all within the allowable time constraints.
### Table 6-1 Definitions of Cognition-Related Terms and Usage

In the Handbook of Human Reliability Analysis (p1/2)

(Copy of Table 12-1 from NUREG/CR-1278)

<table>
<thead>
<tr>
<th>Term</th>
<th>Dictionary Definition*</th>
<th>Handbook Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognition</td>
<td>the act or process of knowing, including both awareness and judgment</td>
<td>restricted to those aspects of behavior involved in diagnosis of abnormal events</td>
</tr>
<tr>
<td>Judgment</td>
<td>the process of forming an opinion or evaluation by discerning and comparing</td>
<td>not used in our models—too imprecise; used only in the context of expert estimation</td>
</tr>
<tr>
<td>Perceive</td>
<td>to attain awareness or understanding; to become aware through the senses</td>
<td>used in the very narrow sense of &quot;awareness&quot; without the further meaning of &quot;understanding,&quot; e.g., &quot;some annunciator tiles over there are blinking&quot;</td>
</tr>
<tr>
<td>Discriminate</td>
<td>to mark or perceive the distinguishing or peculiar features of; to distinguish one like object from another</td>
<td>distinguishing one signal (or a set of signals) from another, e.g., &quot;the coolant level in Tank A is 37 feet,&quot; or if there are limit marks on the meter, &quot;the coolant level is out of limits&quot; (in the latter case, some interpretation is done for the operator by the design of the display)</td>
</tr>
<tr>
<td>Interpret</td>
<td>to conceive in the light of individual belief, judgment, or circumstance</td>
<td>the assignment of a meaning to the pattern of signals (or stimuli) that was discriminated, e.g., &quot;the coolant level in Tank A is low, which means that the make-up pump is not running, or there is a leak somewhere, or the indicator is out of order&quot;; if there is only one possible cause for the observed signal, the interpretation is equivalent to diagnosis</td>
</tr>
</tbody>
</table>

*Webster (1975)
Table 6-1 Definitions of Cognition-Related Terms and Usage in the Handbook of Human Reliability Analysis (p2/2)

(Copy of Table 12-1 from NUREG/CR-1278)

<table>
<thead>
<tr>
<th>Term</th>
<th>Dictionary Definition*</th>
<th>Handbook Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis</td>
<td>a statement or conclusion concerning the nature or cause of some phenomenon</td>
<td>the attributing of the most likely cause(s) of the abnormal event to the level required to identify those systems or components whose status can be changed to reduce or eliminate the problem; diagnosis includes interpretation and (when necessary) decision-making</td>
</tr>
<tr>
<td>Decide</td>
<td>to make a choice or judgment</td>
<td>&quot;decision-making&quot; used instead of &quot;deciding&quot;</td>
</tr>
<tr>
<td>Decision-making</td>
<td></td>
<td>(1) decision-making as part of diagnosis: the act of choosing between alternative diagnoses, e.g., to settle on the most probable cause of the pattern of stimuli associated with an abnormal event (2) post-diagnosis decision-making: the act of choosing which acts to carry out after a diagnosis has been made; in most cases, these actions are prescribed by rules or procedures, and decision-making is not required</td>
</tr>
<tr>
<td>Action</td>
<td>a thing accomplished usually over a period of time, in stages, or with the possibility of repetition</td>
<td>carrying out one or more activities (e.g., steps or tasks) indicated by diagnosis, operating rules, or written procedures</td>
</tr>
</tbody>
</table>

*Webster (1975)
COGNITION-RELATED TERMS

PERCEIVE
Become aware of some change in the environment

DISCRIMINATE
Distinguish one signal (or set of signals) from another

INTERPRET
Assign meaning to a pattern of signals

DIAGNOSE
Attribute most likely cause(s) of the event to the level required to take action

DECISION-MAKING
(1) choose between alternative diagnoses
(2) choose which actions to take after diagnosis is made

ACTION
Perform one or more activities indicated by the diagnosis, operating rules, or written procedures

Figure 6-1 Interaction of Cognition-Related Terms

(Copy of Figure 1 from Swain and Weston, 1987)
There are eleven failure paths in Figure 6-2, as indicated by the left-most five \( F \) terms at the end of single paths, and the three right-most \( F \) terms, each of which can be reached by two different paths through the event tree. Note that in these paths, diagnosis, recovery actions, and post-diagnosis actions are considered to be failures because they were not performed on a timely basis, or they were performed incorrectly, or no action at all was taken. Often it is desirable to estimate probabilities of specific incorrect actions, as they may result in worsening the abnormal situation. The ASEP HRA Procedure does not address this particular HRA problem; see p 21-14 to 21-24 of NUREG/CR-1278 for an example analysis of this difficult area.

Some Simplifications in the HRA Procedure for Post-Accident Tasks

In keeping with a primary goal of the ASEP, several important simplifications have been made. One of the major simplifications is to ignore the whole area of specific misdiagnoses. Instead, it is conservatively assumed that any failure to correctly diagnose an abnormal event within the allowable time will result in a core damage accident. No analysis is made of the possible kinds
of erroneous diagnoses (i.e., misdiagnoses) that might be made for any abnormal event. For a suggested new approach to this problem, see Swain and Weston (1987).

Another simplification is to segment the estimated total time available for coping with an abnormal event into artificially independent parts. For example, consider the top success path in Figure 6-2. A total allowable time for coping with an abnormal event is specified by systems analysts and is divided into an allowable diagnosis time and an allowable post-diagnosis time. This HRA approach involves the estimation of two separate time-dependent probabilities: the probability of performing a correct diagnosis within its allowable time, and the probability of performing the correct post-diagnosis actions within its allowable time. Then, the product of these two probabilities is taken as the probability that a correct diagnosis will be made and that the correct post-diagnosis actions will be completed within the total allowable time. This is not literally true because different combinations of time-dependent probabilities for the two time periods are not considered. It appears that the simplification suggested can result in very conservative estimates of the total failure probabilities of coping successfully with abnormal events. In the absence of data which would permit full consideration of time dependencies, this simplification is considered to be acceptable.

Another simplification is to assume that there is only one correct sequence of activities in coping with any specified post-accident sequence. In the ASEP PRAs, the correct sequence was selected from the EOPs for an abnormal event. This restriction does not keep the analyst from analyzing several different sequences of activities for an abnormal event, as defined by different post-accident assumptions. For example, in an ATWS, one sequence might assume that boron injection is available, and a different sequence might assume that this engineered safety feature (ESF) is unavailable. In such a case, we really have two different abnormal events, and the human behaviors involved will have important differences. A different HRA is required for each different post-accident sequence.

Other simplifications specific to screening and nominal HRAs for post-accident tasks are stated in Chapters 7 and 8.

**Time Dependencies Between Diagnosis and Post-Diagnosis Tasks**

The approach used in the ASEP HRA Procedure to estimating HEPs for post-accident tasks is taken from Chapter 12 in NUREG/CR-1278. First, one ascertains by measurement or estimation the time that is required to perform the necessary rule-based actions once the control room personnel understand what needs to be done. In short, these are the actions following a correct diagnosis. Once a time measurement or estimation has been made for these post-diagnosis actions, this time is subtracted from the total man/machine system response time that systems analysts have estimated is allowable for acceptable system response to the abnormal event. The time that is left after this subtraction is the time permitted for diagnosis. The problem, then, is to estimate the probability of a correct diagnosis within that allowable time.
Figure 6-3 diagrams the above time relationships, and the following steps provide additional descriptive information. The procedure in Chapters 7 and 8 is based on this approach, and examples in both chapters illustrate the use of Figure 6-3.

![Diagram of time relationships](image)

Key:
- $T_D$ - Annunciation (or other compelling signal) of an abnormal event
- $T_m$ - Estimated maximum allowable time to have correctly diagnosed the abnormal event and to have completed the required post-diagnosis actions so as to achieve system success criteria established by systems analysts
- $T_d$ - Estimated allowable time for a correct diagnosis which will still permit sufficient time to perform required post-diagnosis actions prior to $T_m$
- $T_a$ - Estimated time needed to get to proper locations and to perform required post-diagnosis actions after a correct diagnosis

Figure 6-3 Time Relationships between Annunciation (or Other Compelling Signal) of an Abnormal Event, a Correct Diagnosis of the Event, and Performing the Required Post-Diagnosis Actions After a Correct Diagnosis

(Copy of Figure 3 from Swain and Weston, 1987)

**Procedure**

1. Estimate $T_m$, the maximum allowable time to have diagnosed the abnormal event and have completed the necessary rule-based (or skill-based) actions. $T_m$ is determined by systems analysts, based on an analysis of plant operating characteristics.
2. Identify the rule-based and skill-based actions that control room personnel would be likely to take following the correct diagnosis of each abnormal event in the accident sequence of interest. For the ASEP HRA Procedure, the PRA team selects one set of post-diagnosis actions as the most likely, and, for simplicity, assumes that this is the only plausible set.

3. Estimate \( T_a \), the time needed to get to the proper locations inside or outside of the control room and to perform the required actions following correct diagnosis of an abnormal event (see Step 2). \( T_a \) is designated as time for "post-diagnosis actions." The HRA analyst performs this estimation using appropriate plant personnel as subjects. Actual measurements are used wherever possible, in the simulator for control room activities, and by using walk-throughs for activities performed outside the control room. Only as a last resort should opinions be substituted for time measurements, as data show that time estimates from judgments are quite variable, and usually underestimate the time required for tasks (see p 6-11 in NUREG/CR-1278).

To reduce the number of measurements needed, actions can first be grouped, based upon similarity of location and type of action. For example, all actions requiring movement of a simple switch and located on the same control-room panel can be grouped. Then, measurements need be taken on only one action per group, since similar times would be expected for all actions within a group.

In practice, estimates of \( T_a \) tend to be conservative, that is, the estimates do not represent median response times. Instead, at least as practiced by the author, they represent times which should be quite sufficient to allow for error-free performance of the actions in question.

4. Calculate \( T_d = T_m - T_a \), the estimated maximum allowable time permitted for correct diagnosis so as to allow sufficient time to perform the required post-diagnosis actions prior to \( T_m \).

5. Using the procedure in Chapter 7 or 8, estimate the probability of failing to correctly perform within \( T_a \) the required post-diagnosis actions identified in Step 3.

6. Using the procedure in Chapter 7 or 8, estimate the probability that a control room team will fail to diagnose correctly each abnormal event of interest within its time \( T_d \), the maximum time allowable for the crew to figure out what must be done so that they still have time to perform the necessary post-diagnosis actions by the end of \( T_m \).
CHAPTER 7 ASEP SCREENING HRA FOR POST-ACCIDENT TASKS

General Information

Unlike the HRA screening procedure for pre-accident tasks (see Chapter 4), the screening procedure for post-accident tasks does not provide upper uncertainty bounds as a basis for an ultra-conservative screening analysis. It is judged that the screening analysis presented herein is already sufficiently conservative. The screening procedure in this chapter is very similar to the RMIEP HRA Screening Procedure for post-accident tasks [see Swain (1985a) or the section on "Screening Rules for the Human Reliability Analysis in the Risk Methods Integration and Evaluation Program" in Volume 5 of NUREG/CR-4832 (Payne et al., 1987)], with some exceptions to increase the conservatism of the ASEP screening HRA. See Appendix A for more detail on the relationship of RMIEP HRA Screening Procedure to the ASEP HRA screening HRA for post-accident tasks.

The following tables and figures present the background material for the ASEP screening HRA for post-accident tasks. Table 2-1 defines skill-, rule-, and knowledge-based behavior. Table 6-1 and Figure 6-1 define and diagram the interrelationships of diagnosis and other cognition-related terms. Figure 6-3 shows the required time relationships among $T_0$, $T_m$, $T_a$, and $T_d$.

With the exception of the HEPs in Table 7-3 for post-diagnosis actions, the error factors (EFs) for the estimated screening HEPs are included in the tables taken from NUREG/CR-1278. The EFs listed in Table 7-3 were selected to provide conservatism, especially to avoid unduly low uncertainty bounds.

The Procedure

The detailed procedure for the screening HRA for post-accident tasks is presented in Tables 7-1, 7-2, and 7-3 and Figure 7-1. Table 7-1 provides the basic procedure, with references to other tables (or figures), as appropriate. Table 7-2 and Figure 7-1, the screening diagnosis model, are taken from NUREG/CR-1278. Table 7-3 presents the rules for estimating HEPs for the post-diagnosis tasks. A hypothetical example at the end of this chapter shows how the ASEP screening HRA procedure might be used for post-accident tasks.
Table 7-1 Procedure for Screening HRA of Post-Accident Tasks (p1/4)

1. Review the definitions and concepts in Table 2-1 (defining skill-, rule-, and knowledge-based behavior) and Table 6-1 and Figure 6-1 (defining and diagramming diagnosis and other cognition-related terms), and Figure 6-3 (showing the required time relationships of $T_0$, $T_m$, $T_a$, and $T_d$).

2. For the following cases, assess $HEP = 1.0$ for the entire HRA for the abnormal event in question; no further HRA is required:
   a. Critical activities must be performed outside of the control room area.
   b. Critical skill-based or rule-based post-diagnosis actions are not described in written procedures. (Details of skill-based actions are not required to be written if they can be classified as "skill-of-the-craft" - see the prefatory section "Definitions of Technical Terms.") This assessment is used even though it may be required for personnel to have memorized these actions. Instead, they would likely refer to the written procedures at a later time during the usual checking to see that all immediate emergency actions had been performed correctly. Lack of written procedures is considered indicative of inadequate quality assurance, and is the justification for this assessment. However, it is not expected that the diagnosis aspect of every abnormal event would be treated in detail in the written procedures; the rules in this table for assessing diagnosis HEPs are treated separately.
   c. The required instrumentation fails to support diagnosis or post-diagnosis behavior, or the instrumentation is inaccurate (i.e., misleading).

3. Using systems analysis methods, and referring to Figure 6-3, estimate $T_m$, the maximum allowable time to have correctly diagnosed an abnormal event and to have completed the necessary human actions following $T_0$, the annunciation (or other compelling signal) of an abnormal event. For definitions of diagnosis and related terms, see Table 6-1 and Figure 6-1.

4. Identify the actions required to successfully cope with the abnormal event, once a correct diagnosis has been made.

5. For post-diagnosis actions to be performed in the control room area, estimate travel time and manipulation time, as follows:
   a. If there is a requirement to use written procedures, i.e., the human actions to be performed cannot be assumed to be committed to memory, assess a 5-minute delay, after correct diagnosis, before the required post-diagnosis actions will be initiated.
Table 7-1 Procedure for Screening HRA of Post-Accident Tasks (p2/4)

b. Assess 1 minute as the required travel and manipulation time combined for each control room (CR) control action taken on the primary operating panels which are normally in visual access of the CR operator. An example is activation of the manual trip button.

c. For required control actions in the control room area, but on other than the primary CR operating panels, assess 2 minutes as the required travel and manipulation time for each such control action.

d. For screening purposes, do not consider possible assignments of personnel to monitor particular panels.

6. Sum the estimated times from step 5 to calculate $T_\text{d}$, the time needed to get to a particular location plus the time needed to perform required actions once a diagnosis of an abnormal event has been made.

7. Calculate $T_\text{d} - T_\text{m} - T_\text{a}$, which is the allowable time for a diagnosis which permits the performance of the required actions within the total allowable time, $T_\text{m}$. See Figure 6-3.

8. Using $T_\text{d}$, select the appropriate diagnosis HEP from Figure 7-1 or Table 7-2. This screening diagnosis HEP is a joint HEP representing the performance of the entire control room crew. Adjust the HEP using the rules stated below.

a. This diagnosis HEP is considered the probability of misdiagnosis which will result in a core damage accident.

b. For the case of more than one abnormal event occurring closely in time (i.e., within 10 minutes), use Table 7-2 to estimate the diagnosis HEP for the second or subsequent simultaneously occurring abnormal event. Use the guidelines below in judging whether to assess more than one abnormal event in an accident sequence being evaluated.

1) If it is not possible to obtain the information in items 2) - 5) below, make the most conservative assumption.
Table 7-1 Procedure for Screening HRA of Post-Accident Tasks (p3/4)

2) If the emergency operating procedure (EOP) appropriate to the accident sequence does not specifically describe any additional events being evaluated, including any change in first-event status being evaluated, reapply the screening diagnosis model. In deciding whether to reapply this model, it is not necessary that the EOP specifically name the additional abnormal events or changes in status; it must, however, lead the operators to cope successfully with these conditions if they correctly use the EOP. That is, the EOP must enable the operators to figure out what to do (or be led to the correct actions) in coping with the accident sequence details being evaluated. If the EOP does provide this guidance, do not assess the need for a second or subsequent diagnosis.

3) If the second or subsequent abnormal event occurs "closely in time" with the first event, as defined in the first footnote to Table 7-2, employ the second column in the table. If the second or subsequent abnormal event occurs later, and it can be judged that the control room personnel are no longer actively engaged in diagnosing and/or planning the responses to cope with the first event, use the first column for such additional events.

4) Note that for any third or subsequent abnormal event assessed as occurring "closely in time," as defined in Table 7-2, a diagnosis HEP of 1.0 is assessed.

5) Note that in Table 7-2, \( T \_0 \) refers to a compelling signal of the initiation of any abnormal event and that a probability of 1.0 is assumed for observing that there is some abnormal situation. If there are more than two competing compelling signals (e.g. annunciators), assess a diagnosis HEP of 1.0.

c. For the diagnosis HEP for reactor vessel/containment critical parameters which operating personnel must commit to memory, use the lower bound values in Figure 7-1 or Table 7-2 only if the recognition of these parameters can be classified as skill-based behavior per Table 2-1; otherwise, use the nominal values.

As an example of reactor vessel/containment critical parameters which all the CR reactor operators commit to memory, the four critical parameters at LaSalle Boiling Water Reactor (BWR) nuclear power plant (NPP) are:

- Check reactor power level. It must not exceed 118%.
- Check the water level in the core. It must not be below 12.5 inches above instrument zero.
- Check reactor pressure. It must not be over 1046 psi.
- Check containment temperature and pressure. Temperature must not be over 110 degrees and pressure must not be over 1.69 psi.
d. If it can be determined that all control room operators are trained to quickly initiate a manual scram signal with the SCRAM switches when the annunciation of an automatic scram has occurred, or when an immediate indication of a failure to scram has occurred, assess a negligible probability of a diagnosis error, and instead assess only the failure to perform the correct switching action given that a correct diagnosis has occurred. Assume that any correct activation of the SCRAM switches will occur within one minute of the annunciation of a call for an automatic scram. In the case of BWRs, the same argument applies to manual activation of the switch which precludes early closure of the Main Steam Isolation Valves (MSIVs) due to low steam pressure if the same signals and training for manual activation of the MSIV preclude switch (often called MODE switch) can be assumed. However, in the latter case, assume complete dependence (CD) between the activation of the manual SCRAM switch and the MSIV preclude switch. The above assessment is equivalent to assigning an HEP of .01 (from Table 7-3, item 5) for failure to correctly perform the manual switching action (or, for BWRs, actions).

9. Select the appropriate HEP(s) for post-diagnosis action(s) from Table 7-3.

10. Calculate the estimated total-failure probability, $F_T$, by adding the diagnosis HEP (Step 8) to the HEP(s) for carrying out the required post-diagnosis action(s) (Step 9). If this calculation results in a total-failure probability greater than 1.0, use 1.0.

11. Enter the $F_T$s in the appropriate system fault trees or system event trees, paying special attention that the dependence effects identified for human actions are preserved in the way the $F_T$s are used. See Chapter 5 of NUREG/CR-1278 for guidelines.
Figure 7-1 Initial-Screening Model of Estimated HEPs and UCBs for Diagnosis Within Time T of One Abnormal Event by Control Room Personnel

(Revised copy of Figure 12-3 from NUREG/CR-1278. The revision corrects the labeling of the ordinate in the figure so that the "1" occurs where the three lines in the figure meet at the ordinate, as shown in the above figure.)
Table 7-2 Initial-Screening Model of Estimated HEPs and EFs for Diagnosis Within Time $T$ by Control Room Personnel of Abnormal Events Annunciated Closely in Time*

(Copy of Table 20-1 from NUREG/CR-1278 with appropriate changes to figure number)

<table>
<thead>
<tr>
<th>Item (Minutes after $T_0$)</th>
<th>Median joint HEP for diagnosis of a single or the first event</th>
<th>EF</th>
<th>Item (Minutes after $T_0$)</th>
<th>Median joint HEP for diagnosis of the second event</th>
<th>EF</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) 1</td>
<td>1.0</td>
<td>--</td>
<td>(7) 1</td>
<td>1.0</td>
<td>--</td>
</tr>
<tr>
<td>(2) 10</td>
<td>.5</td>
<td>5</td>
<td>(8) 10</td>
<td>1.0</td>
<td>--</td>
</tr>
<tr>
<td>(3) 20</td>
<td>.1</td>
<td>10</td>
<td>(9) 20</td>
<td>.5</td>
<td>5</td>
</tr>
<tr>
<td>(4) 30</td>
<td>.01</td>
<td>10</td>
<td>(10) 3</td>
<td>.1</td>
<td>10</td>
</tr>
<tr>
<td>(11) 40</td>
<td>.001</td>
<td>10</td>
<td>(12) 70</td>
<td>.001</td>
<td>10</td>
</tr>
<tr>
<td>(13) 1510</td>
<td>.0001</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

"Closely in time" refers to cases in which the annunciation of the second abnormal event occurs while CR personnel are still actively engaged in diagnosing and/or planning responses to cope with the first event. This is situation-specific, but for the initial analysis, use "within 10 minutes" as a working definition of "closely in time."

Note that this model pertains to the CR crew rather than to one individual.

** For points between the times shown, use the medians and EFs from Figure 7-1 for the first event, and interpolate between the tabled values for the second event.

$T_0$ is a compelling signal of an abnormal situation and is usually taken as a pattern of annunciators. A probability of 1.0 is assumed for observing that there is some abnormal situation.

++ Assign HEP = 1.0 for the diagnosis of the third and subsequent abnormal events annunciated closely in time.
Table 7-3 Assessment of Screening HEPs for Post-Accident Post-Diagnosis Actions

<table>
<thead>
<tr>
<th>Item</th>
<th>HEP</th>
<th>EF</th>
<th>Action*</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>1.0</td>
<td>--</td>
<td>Perform a required action outside of control room.</td>
</tr>
<tr>
<td>(2)</td>
<td>1.0</td>
<td>--</td>
<td>Perform a critical skill-based or rule-based action correctly when no written procedures are available. (Details of skill-based actions are not required to be written if they can be classified as &quot;skill-of-the-craft&quot;**.) This assessment is used even though it may be required for personnel to have memorized these actions. Instead, they would likely refer to the written procedures at a later time during the usual checking to see that all immediate emergency actions had been performed correctly. (See Table 2-1 for definitions.)</td>
</tr>
<tr>
<td>(3)</td>
<td>.05</td>
<td>5</td>
<td>Perform a critical procedural action correctly under &quot;moderately high stress&quot;** or &quot;extremely high stress&quot;**. For screening, at least moderately high stress is assessed for all post-accident conditions. Also for screening, do not give any credit for recovery factors, e.g., a second person. Assume that only one person is available to perform the post-diagnosis tasks, and no one is available to check his accuracy.</td>
</tr>
<tr>
<td>(4)</td>
<td>.25</td>
<td>5</td>
<td>Perform a critical procedural action correctly under extremely high stress.</td>
</tr>
<tr>
<td>(5)</td>
<td>.01</td>
<td>5</td>
<td>Perform a post-diagnosis immediate emergency action for the reactor vessel/containment critical parameters, when (a) it can be judged to have been committed to memory, (b) it can be classified as skill-based actions per Table 2-1, and (c) there is a backup written procedure.</td>
</tr>
</tbody>
</table>

*The HEPs are for independent actions or independent sets of actions in which the actions making up the set can be judged to be completely dependent. Other levels of dependence among actions can be assessed by the analyst, using one or more methods for assessing dependence described in Chapter 10 of NUREG/CR-1278.

**See the prefatory section "Definitions of Technical Terms" for definitions of these frequently misunderstood terms.
A Hypothetical Example of a Post-Accident HRA

The following hypothetical simple example illustrates the use of part of the screening procedure (Table 7-1), including the use of the method for estimating the appropriate time relationships between diagnosis and post-diagnosis actions (Figure 6-3), the screening diagnosis model (Figure 7-1 and Table 7-2), and the screening rules for post-accident, post-diagnosis actions (Table 7-3).

Assume that the human responses to a particular abnormal event are to be analyzed, using a screening HRA. It has been determined that there is only one critical post-diagnosis action of interest, which requires the use of a written procedure, and this procedure is available. This critical action requires the manipulation of a switch in the control room, but the switch is not on the primary panel. In the accident sequence being evaluated, it is assumed that the required instrumentation and related displays work properly.

Per step 3 in Table 7-1, the systems analysts have estimated $T$ as 30 minutes. Reference to Figure 6-3 (as cited in step 3 of Table 7-1) shows that the control room crew must have completed all appropriate actions in the time interval between the annunciation of the event ($T_d$) and $T_m$, in this case, within 30 minutes. Reference to steps 5 and 6 in Table 7-1 indicates that $T_d$ should be assessed as 7 minutes (5 minutes per step 5.a plus 2 minutes per step 5.c). $T_d$ is calculated per step 7, as $30 - 7 = 23$ minutes.

Step 8 in Table 7-1 refers the analyst to Figure 7-1 or to Table 7-2 to obtain the estimated diagnosis HEP for the calculated 23 minutes that are available for the diagnosis. Normally, one would prefer to use Table 7-2, as it is easier to read correctly. However in this case, the second footnote to that table refers the analyst to Figure 7-1, as the table has no value for 23 minutes. Using Figure 7-1, the diagnosis HEP for 23 minutes is about .06. Assume that none of the rules for adjusting this estimate (as stated under step 8) are relevant to the problem.

Step 9 in Table 7-1 refers the analyst to Table 7-3 to estimate the HEP for the one critical post-diagnosis action. Assume that a moderately high stress level is assessed. Therefore item 3 in the table results in an assessment of .05 as the HEP for the critical post-diagnosis action of interest.

Figure 7-2 shows an HRA Event Tree as one method of analysis per step 10 in Table 7-1. (For a description of this type of event tree, see "HRA event tree" in the prefatory section on "Definitions of Technical Terms.") In the figure, "F7-1, 23 min" refers to Figure 7-1 and its HEP value for 23 minutes. "T7-3 #3 refers to Table 7-3, item 3. These are typical abbreviations used in HRA event trees.

Finally, the estimated total failure probability, $F_T$, of .1 is entered into the appropriate place in the system fault tree or system event tree per step 11 in Table 7-1.
Annunciation of Abnormal Event

CR Team fails to respond to ANNs and correctly diagnose event with 23 minutes F7-1, 23 minutes

Post-diagnosis action not performed correctly F7-3 #3

The screening $F_T$ is calculated as follows:

$S_T = .94 \times .95 = .893 - .9$

$F_T = 1 - S_T = .1$

or

$F_T = F_1 + F_2 = .06 + (.94 \times .05) = .107 - .1$

Following is a check on the correct logic and arithmetic:

$S_T + F_T$ must equal 1.0

$.893 + .107 = 1.0$

The above illustrates an advantage of not rounding until the final answer.

Figure 7-2 HRA Event Tree for a Hypothetical Post-Accident Screening HRA
CHAPTER 8. ASEP NOMINAL HRA FOR POST-ACCIDENT TASKS

General Information

The ASEP Nominal HRA procedure for post-accident tasks differs from the ASEP Screening HRA procedure by incorporating changes to the latter to reduce undue conservatism. First, the nominal diagnosis model from NUREG/CR-1278 (reproduced here as Table 8-2 and Figure 8-1) is used in place of the screening diagnosis model (as shown in Table 7-2 and Figure 7-1). Rules for adjusting the nominal diagnosis model upwards or downwards are provided, with special credit given to the use of symptom-oriented EOPs which help reduce the amount of interpretation, diagnosis, and decision-making, as defined in Table 6-1. More credit is given for well-practiced responses to memorized immediate responses to emergency operating conditions.

Second, credit is allowed for error recovery factors (RFs) outside the control room. Allowance is permitted for the RFs afforded by having several people in the control room subsequent to an abnormal event. However, in case there is no opportunity for performing the requisite task analysis to determine the RFs, some general rules are provided which are intended to ensure conservatism.

Third, although it is still assumed that there will be at least a moderately high level of stress during at least the first two hours following the announcement of an abnormal event, the analysis permits the use of different post-diagnosis action HEPs for the interaction of type of task (i.e., step-by-step and dynamic) and level of stress (i.e., moderately high stress and extremely high stress).

Fourth, it is assumed that if there is a novice person (i.e., one who has less than six months' experience on the tasks in question), a more experienced person will perform the critical actions in coping with an abnormal event. For example, if a control room operator is a novice, he would quickly be replaced by a more experienced person.

Use Table 8-1 as the basic procedure for the ASEP Nominal HRA for post-accident tasks. This procedure is intended to offer the opportunity for the analyst to use plant-specific information. Yet in keeping with one purpose of ASEP, the ability to perform an "accelerated PRA," certain generic estimates are employed, with rules on how to modify them if sufficient plant-specific information can be obtained. The nominal values in the tables in this section of the document are intended to err on the conservative side, when errors in estimation are made. However, the nominal values presumably avoid undue conservatism. If sufficient plant information cannot be obtained, the analyst should incorporate other conservatisms. For example, if he is not allowed to interview a sufficient number of operating personnel to have confidence that certain plant rules are always (or nearly always) carried out, he should employ a certain amount of healthy skepticism, and use upper uncertainty bounds (or some other adjustment factor) in place of the nominal values from the data tables, with appropriate documentation of the rationale behind these adjustments. Sensitivity analyses should be performed to show the impact of
such adjustments and to show the need for a more detailed HRA if these adjust-
ments, or any estimates, have a major influence on the overall PRA.

The following tables and figures present the background material for the ASEP nominal HRA procedure for post-accident tasks. Table 2-1 defines skill-, rule-, and knowledge-based behavior. Table 6-1 and Figure 6-1 define and diagram the interrelationships of diagnosis and other cognition-related terms. Figure 6-3 shows the required time relationships among $T_0$, $T_m$, $T_a$, and $T_d$.

With two exceptions, error factors (EFs) for estimated HEPs are assigned per Table 20-20 from NUREG/CR-1278, or are included in the copies of tables from that document. The exceptions are the assignment of an EF of 5 rather than 10 for post-diagnosis dynamic tasks performed under moderately high stress (items 4 and 7 in Table 8-5). The rationale is one of simplification and to avoid low uncertainty bounds to ensure greater conservation.

The Procedure

The detailed procedure for the nominal HRA for post-accident tasks is pre-
sented in Tables 8-1, 8-2, 8-3, 8-4, and 8-5 and Figure 8-1. Table 8-1 provides the basic procedure, with references to other tables (or figures), as appropriate. Table 8-2 and Figure 8-1, the nominal diagnosis model, and Table 8-3, guidelines for adjusting the nominal diagnosis model, are taken from NUREG/CR-1278. Table 8-4 is the Annunciator Response Model; it is a copy of Table 20-23 from NUREG/CR-1278, as revised 9/1/85. A hypothetical example at the end of this chapter shows how the ASEP nominal HRA procedure might be used for post-accident tasks.
Table 8-1 Procedure for Nominal HRA of Post-Accident Tasks (p1/6)

1. Review the definitions and concepts in Table 2-1 (defining skill-, rule-, and knowledge-based behavior) and Table 6-1 and Figure 6-1 (defining and diagramming diagnosis and other cognition-related terms), and Figure 6-3 (showing the required time relationships of $T_0$, $T_m$, $T_a$, and $T_d$).

2. For the following cases, assess $HEP = 1.0$ for the entire HRA for the abnormal event in question; no further HRA is required:
   
a. Critical skill-based or rule-based post-diagnosis actions are not described in written procedures. (Details of skill-based actions are not required to be written if they can be classified as "skill-of-the-craft" - see the prefatory section "Definitions of Technical Terms.") This assessment is used even though it may be required for personnel to have memorized these actions. Instead, they would likely refer to the written procedures at a later time during the usual checking to see that all immediate emergency actions had been performed correctly. Lack of written procedures is considered indicative of inadequate quality assurance, and is the justification for this assessment. However, it is not expected that the diagnosis aspect of every abnormal event would be treated in detail in the written procedures; the rules in this table for assessing diagnosis HEPs are treated separately.

b. The required instrumentation fails to support diagnosis or post-diagnosis behavior, or the instrumentation is inaccurate (i.e., misleading).

3. Using systems analysis methods, and referring to Figure 6-3, estimate $T_m$, the maximum allowable time to have correctly diagnosed an abnormal event and to have completed the necessary human actions following $T_0$, the annunciation (or other compelling signal) of an abnormal event. For definitions and interactions of diagnosis and related terms, see Table 6-1 and Figure 6-1.

4. Identify the actions required to successfully cope with the abnormal event, once a correct diagnosis has been made.

5. For post-diagnosis actions to be performed in the control room area, attempt to measure travel time and manipulation time in the training simulator or by means of a timed walk-through in the plant control room. To the extent that such measurements are not possible, employ the following rules:
   
a. If there is a requirement to use written procedures, i.e., the human actions to be performed cannot be assumed to be committed to memory, assess a 5-minute delay, after correct diagnosis, before the first of the required post-diagnosis actions will be initiated.
Table 8-1 Procedure for Nominal HRA of Post-Accident Tasks (p2/6)

b. Assess 1 minute as the required travel and manipulation time combined for each control room (CR) control action taken on the primary operating panels which are normally in visual access of the CR operator. An example is activation of the manual trip button.

c. For required control actions on other than the primary CR operating panels, assess 2 minutes as the required travel and manipulation time for each such control action.

d. Consider the effects of planned assignments of personnel to monitor particular panels for specified abnormal events.

e. If estimates of time are obtained from operating personnel, double then.

6. For travel and manipulation times outside the control room, use simulated measures (e.g., walk-throughs) to estimate the time required to get to the appropriate location and to perform the necessary post-diagnosis actions. If estimates from operating personnel must be used, double them.

7. Sum the estimated times from steps 5 and 6 to calculate $T_m$, the time needed to get to a particular location plus the time needed to perform required actions once a diagnosis of an initiating event has been made. To avoid unreasonably large estimates of $T_m$, take into account planned or likely assignments of different actions to different people, which could result in some actions being carried out in the same time period.

8. Calculate $T_d = T_m - T_a$ which is the allowable time for a diagnosis which permits the performance of the required actions within the total allowable time, $T_m$. See Figure 6-3.

9. Using $T_d$, select the appropriate diagnosis HEP from Figure 8-1 or Table 8-2. This nominal diagnosis HEP is a joint HEP representing the performance of the entire control room crew. Adjust the HEP upwards or downwards, using the rules stated below. For such adjustments, employ new uncertainty bounds (UCBs) based on the UCBs listed for the same numbers in Table 8-2 or shown in Figure 8-1. Diagnosis HEPs assume that any novice operator (i.e., one with less than 6 months’ experience in the tasks in question) would be replaced by a more experienced one.

a. This diagnosis HEP is considered the probability of misdiagnosis which will result in a core damage accident.

b. For the case of more than one abnormal event occurring closely in time (i.e., within 10 minutes), use Table 8-2 to estimate the diagnosis HEP for the second or subsequent simultaneously occurring
abnormal event. Use the guidelines below in judging whether to assess more than one abnormal event in an accident sequence being evaluated.

1) If the emergency operating procedure (EOP) appropriate to the accident sequence does not specifically describe any additional events being evaluated, including any change in the status of the event being evaluated, reapply the nominal diagnosis model. In deciding whether to reapply this model, it is not necessary that the EOP specifically name the additional abnormal events or changes in status; it must, however, lead the operators to cope successfully with these conditions if they correctly use the EOP. That is, the EOP must enable the operators to figure out what to do (or be led to the correct actions) in coping with the accident sequence details being evaluated. If the EOP does provide this guidance, do not assess the need for a second or subsequent diagnosis.

2) If the second or third abnormal event occurs "closely in time" with the first event, as defined in the first footnote to Table 8-2, employ the second or third column in the table. If the second or third abnormal event occurs later, and it can be judged that the control room personnel are no longer actively engaged in diagnosing and/or planning the responses to cope with the first event, use the first column for such additional events.

3) It is judged that the third column is sufficiently conservative to employ for any additional abnormal events assessed as occurring "closely in time," as defined in Table 8-2.

4) Note that in Table 8-2 T₀ refers to a compelling signal of the initiation of any abnormal event and that a probability of 1.0 is assumed for observing that there is some abnormal situation. This assumption must be evaluated for the second and subsequent abnormal events in an accident sequence. Use the Annunciator Response Model (Table 8-4) to estimate the probability that the signal of second and subsequent abnormal events will indeed be noticed.

c. Use the rules in Table 8-3 to adjust the diagnosis HEP upwards or downwards for the first, second, and third abnormal events in any accident sequence.

d. If symptom-oriented EOPs are available and if the criteria itemized below are met, adjust the diagnosis HEP downwards by using HEPs from the lower bound of the nominal diagnosis curve (Figure 8-1) as the new set of nominal HEPs.

1) The initiating event in question is covered in these EOPs.
2) The appropriate control room operators have been trained in the use of symptom-oriented EOPs.

3) Credit for symptom-oriented EOPs is to be given only for the percentage of operators estimated to actually use these EOPs rather than trust to their memory. If there is no other basis to use to estimate this percentage, assess a .5 probability that the appropriate operator will use the symptom-oriented EOPs in a step-by-step manner, rather than depend on his memory. For the fraction of operators assessed as depending on memory, give no credit for symptom-oriented EOPs. Use Table 8-3 to adjust the new values, as appropriate.

4) These EOPs are well designed (e.g., no gaps, inconsistencies, potentially misleading or confusing statements or paths, or requirements to follow more than one path simultaneously without prompts from one path to another).

e. For the diagnosis HEP for reactor vessel/containment critical parameters which operating personnel must commit to memory, use the lower bound values in Figure 8-1 or Table 8-2 only if the recognition of these parameters can be classified as skill-based behavior per Table 2-1; otherwise, use the nominal values. Use Table 8-3 to adjust the new values, as appropriate.

As an example of reactor vessel/containment critical parameters which all the CR reactor operators commit to memory, the four critical parameters at LaSalle Boiling Water Reactor (BWR) nuclear power plant (NPP) are:

- Check reactor power level. It must not exceed 118%.
- Check the water level in the core. It must not be below 12.5 inches above instrument zero.
- Check reactor pressure. It must not be over 1046 psi.
- Check containment temperature and pressure. Temperature must not be over 110 degrees and pressure must not be over 1.69 psi.

f. If it can be determined that all control room operators are trained to quickly initiate a manual scram signal with the SCRAM switches when the annunciation of an automatic scram has occurred, or when an immediate indication of a failure to scram has occurred, and given that there is a written procedure (see item 2.a), assess a negligible probability of a diagnosis error, and instead assess only the failure to perform the correct switching action given that a correct diagnosis has occurred. Assume that any correct activation of the SCRAM switches will occur within one minute of the annunciation of a call for an automatic scram. In the case of BWRs, the same argument applies to manual activation of the switch which precludes early closure of the Main Steam Isolation Valves (MSIVs) due to low steam pressure if the same signals and training for manual activation of
Table 8-1 Procedure for Nominal HRA of Post-Accident Tasks (p5/6)

the MSIV preclude switch (often called MODE switch) can be assumed. However, in the latter case, assume complete dependence (CD) between the activation of the manual SCRAM switch and the MSIV preclude switch. The above assessment is equivalent to assigning an HEP of .001 (from Table 8-5, item 10) for failure to correctly perform the manual switching action (or, for BWRs, actions).

g. As noted earlier, the diagnosis HEPs in Table 8-2 (or Figure 8-1) are joint HEPs representing the performance of the entire control room crew. In some cases, especially during the first 30 minutes into an abnormal event, task analysis information may indicate that the diagnosis HEPs, even the lower uncertainty bounds, are unduly conservative. As noted on p 12-21 of NUREG/CR-1278, "...it must be determined whether the abnormal event being analyzed is one in which diagnosis errors are credible. It may be judged that for a particular abnormal event, the operating personnel are so well versed in recognizing the pattern of stimuli associated with the event that the cognitive aspect of behavior may be very small. The decision of the analyst should be based on the frequency with which each member of each control room operations team practices diagnosing the abnormal event in question." In addition, the advent of symptom-oriented EOPs may convert formerly knowledge-based behavior (e.g., diagnosis) into rule-based behavior. The analyst may judge that the diagnosis aspect of some particular event is negligible because of the combination of training and procedures. In making such a judgment, the analyst must understand that there is a risk of an overly optimistic assessment of human behavior, especially considering the likely stressful nature of abnormal events no one believes will ever occur. However, the analyst has the option of ignoring diagnosis error and using only post-diagnosis errors (Table 8-5). Such assessments should be fully documented.

10. Select the appropriate HEP(s) for post-diagnosis action(s) from Table 8-5. Items a, b, and c present some guidelines for assessing whether a set of post-diagnosis actions constitutes a dynamic or step-by-step task. Items d, e, and f present some guidelines for assessing whether a set of post-diagnosis actions is to be assessed as being performed under moderately high stress or extremely high stress. The nominal stress level is not used in the ASEP HRA Procedure for post-accident tasks. Item g refers to the use of the doubling rule for time-stress. In addition to the guidelines below, also see the prefatory section "Definitions of Technical Terms" for definitions of dynamic and step-by-step tasks and for moderately high and extremely high stress levels. For more explanation of levels of stress and their effects on performance, see Chapter 17 of NUREG/CR-1278.

a. If some safety-related system fails after the operating crew is using the EOP, reclassify as dynamic any step-by-step tasks related to the use of the EOP.
Table 8-1 Procedure for Nominal HRA of Post-Accident Tasks (p6/6)

b. If the criteria in item 9.d above related to extra credit for the use of symptom-oriented EOPs cannot be met, assess any post-diagnosis actions related to these EOPs as dynamic.

c. If an individual operator must perform more than one task simultaneously without good cues for when he must shift from one task to another, assess each task as dynamic even though each task separately might be classified as step-by-step.

d. At least a moderately high level of stress is assessed for a minimum of 2 hours after the initiation of an abnormal event.

e. The occasion of a large loss-of-coolant accident is assessed as resulting in extremely high stress until such time as recirculation is established, at which time moderately high stress is assessed.

f. Extremely high stress is assessed for occasions in which more than two primary safety systems fail to function. However, if it can be determined that frequent simulator training has made control room personnel very familiar with the accident sequence being evaluated, the lower bound of the estimated HEP may be assessed.

11. Calculate the estimated total-failure probability, $F_T$, by adding the diagnosis HEP (Step 9) to the HEP(s) for carrying out the required post-diagnosis action(s) (Step 10). If this calculation results in a total-failure probability greater than 1.0, use 1.0.

12. Enter the $F_T$s in the appropriate system fault trees or system event trees, paying special attention that the dependence effects identified for human actions are preserved in the way the $F_T$s are used. See Chapter 5 of NUREG/CR-1278 for guidelines.
SCREENING DIAGNOSIS MODEL

Figure 8-1 Nominal Model of Estimated HEPs and UCBs for Diagnosis Within Time T of One Abnormal Event by Control Room Personnel

(Revised copy of Figure 12-4 from NUREG/CR-1278. The revision corrects the labeling of the ordinate in the figure so that the "1" occurs where the three lines in the figure meet at the ordinate, as shown in the above figure.)
Table 8-2 Nominal Model of Estimated HEPs and EFs for Diagnosis Within Time T by Control Room Personnel of Abnormal Events Annunciated Closely in Time*

(Copy of Table 20-3 from NUREG/CR-1278 with appropriate changes to figure and table numbers)

<table>
<thead>
<tr>
<th>Item</th>
<th>Median joint HEP for diagnosis of a single or the first event (Minutes** after $T_0$)</th>
<th>Median joint HEP for diagnosis of the second event (Minutes** after $T_0$)</th>
<th>Median joint HEP for diagnosis of the third event (Minutes** after $T_0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>(2)</td>
<td>10 .1</td>
<td>10 .1</td>
<td>10 .1</td>
</tr>
<tr>
<td>(3)</td>
<td>20 .01</td>
<td>20 .01</td>
<td>20 .01</td>
</tr>
<tr>
<td>(4)</td>
<td>30 .001</td>
<td>30 .001</td>
<td>30 .001</td>
</tr>
<tr>
<td>(5)</td>
<td>60 .0001</td>
<td>60 .0001</td>
<td>60 .0001</td>
</tr>
<tr>
<td>(6)</td>
<td>1500 .0001</td>
<td>1500 .0001</td>
<td>1500 .0001</td>
</tr>
</tbody>
</table>

* "Closely in time" refers to cases in which the annunciation of the second abnormal event occurs while the control room personnel are still actively engaged in diagnosing and/or planning the responses to cope with the first event. This is situation-specific, but for the initial analysis, use "within 10 minutes" as a working definition of "closely in time."

Note that this model pertains to the CR crew rather than to one individual.

The nominal model for diagnosis includes the activities listed in Table 6-1 as "perceive," "discriminate," "interpret," "diagnosis," and the first level of "decision-making." The modeling includes those aspects of behavior included in the Annunciator Response Model in Table 8-4; therefore, when the nominal model for diagnosis is used, the annunciator model should not be used for the initial diagnosis. The annunciator model may be used for estimating recovery factors for an incorrect diagnosis or for the signals for additional abnormal events.

**For points between the times shown, use the medians and EFs from Figure 8-1 for the first event, and interpolate between the tabled values for the second or third events.

$T_0$ is a compelling signal of an abnormal situation and is usually taken as a pattern of annunciators. A probability of 1.0 is assumed for observing that there is some abnormal situation.

** Table 8-3 presents some guidelines to use in adjusting or retaining the nominal HEPs presented above.
Table 8-3 Guidelines for Adjusting Nominal Diagnosis HEPs from Table 8-2
(Copy of Table 12-5 from NUREG/CR-1278)

<table>
<thead>
<tr>
<th>Item</th>
<th>General Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>Use upper bound if:</td>
</tr>
<tr>
<td></td>
<td>(a) the event is not covered in training,</td>
</tr>
<tr>
<td></td>
<td>or</td>
</tr>
<tr>
<td></td>
<td>(b) the event is covered but not practiced except in initial training of operators for becoming licensed,</td>
</tr>
<tr>
<td></td>
<td>or</td>
</tr>
<tr>
<td></td>
<td>(c) the talk-through and interviews show that not all the operators know the pattern of stimuli associated with the event.</td>
</tr>
<tr>
<td>(2)</td>
<td>Use lower bound if:</td>
</tr>
<tr>
<td></td>
<td>(a) the event is a well-recognized classic (e.g., TMI-2 incident), and the operators have practiced the event in the simulator requalification exercises,</td>
</tr>
<tr>
<td></td>
<td>and</td>
</tr>
<tr>
<td></td>
<td>(b) the talk-through and interviews indicate that all the operators have a good verbal recognition of the relevant stimulus patterns and know what to do or which written procedures to follow.</td>
</tr>
<tr>
<td>(3)</td>
<td>Use nominal HEP if:</td>
</tr>
<tr>
<td></td>
<td>(a) the only practice of the event is in simulator requalification exercises and all operators have had this experience,</td>
</tr>
<tr>
<td></td>
<td>or</td>
</tr>
<tr>
<td></td>
<td>(b) none of the rules for use of upper or lower bound apply.</td>
</tr>
</tbody>
</table>
Table 8-4 The annunciator Response Model: Estimated HEPs* for Multiple Annunciators Alarming Closely in Time**

(Copy of Table 20-23 from NUREG/CR-1278, as revised September 1, 1985)

Pr(F –) for each annunciator (ANN) (or completely dependent set of ANNs) successively addressed by the operator

<table>
<thead>
<tr>
<th>Number of ANNs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Pr(F –)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(2)</td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(3)</td>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(4)</td>
<td></td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(5)</td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(6)</td>
<td></td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(7)</td>
<td></td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(8)</td>
<td></td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(9)</td>
<td></td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(10)</td>
<td></td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(11)</td>
<td></td>
<td>11-15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(12)</td>
<td></td>
<td>16-20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(13)</td>
<td></td>
<td>21-40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>(14)</td>
<td></td>
<td>&gt;40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
</tbody>
</table>

*The HEPs are for the failure to initiate some kind of intended corrective action as required. The action carried out may be correct or incorrect and is analyzed using other tables. The HEPs include the effects of stress and should not be increased in consideration of stress effects.

EF of 10 is assigned to each Pr(F –) or Pr(F –). Based on computer simulation, use of an EF of 10 for Pr(F –) yields approximately correct upper bounds for the 95th percentile. The corresponding lower bounds are too high; they are roughly equivalent to 20th-percentile rather than the usual 5th-percentile bounds. Thus, use of an EF of 10 for the mean Pr(F –) values provides a conservative estimate since the lower bounds are biased high.

**"Closely in time" refers to cases in which two or more annunciators alarm within several seconds or within a time period such that the operator perceives them as a group of signals to which he must selectively respond.

Pr(F –) is the expected Pr(F –) to initiate action in response to a randomly selected ANN (or completely dependent set of ANNs) in a group of ANNs competing for the operator's attention. It is the arithmetic mean of the Pr(F –) in a row, with an upper limit of .25. The Pr(F –) column assumes that all of the ANNs (or completely dependent sets of ANNs) are equal in terms of the probability of being noticed. See page 11-52, paragraph 2, in NUREG/CR-1278 if this assumption does not hold.
Table 8-5  Assessment of Nominal HEPs for Post-Accident Post-Diagnosis Actions (p1/2)

<table>
<thead>
<tr>
<th>Item</th>
<th>HEP</th>
<th>EF</th>
<th>Action*</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>1.0</td>
<td>--</td>
<td>Perform a critical skill-based or rule-based action correctly when no written procedures are available. (Details of skill-based actions are not required to be written if they can be classified as &quot;skill-of-the-craft&quot;**.) This assessment is used even though it may be required for personnel to have memorized these actions. Instead, they would likely refer to the written procedures at a later time during the usual checking to see that all immediate emergency actions had been performed correctly. (See Table 2-1 for definitions.)</td>
</tr>
<tr>
<td>(2)</td>
<td>var.</td>
<td>--</td>
<td>If sufficient information can be obtained per a task analysis, as described in Chapter 4 of NUREG/CR-1278, use the data tables in Chapter 20 of NUREG/CR-1278, adjusted for the effects of dependence, stress, and other performance shaping factors (PSFs), and error recovery factors (RFs) per the search scheme in Chapter 20. If this level of information cannot be obtained because of scheduling or other restrictions, use the remainder of this table.</td>
</tr>
</tbody>
</table>

Items (3), (4), and (5) present HEPs for the original performer of the action, and must be adjusted for the effects of other operators and recovery factors (items 6-9). These HEPs are for failure to correctly perform a critical post-diagnosis procedural action as part of a "step-by-step task"** or a "dynamic task"** done under "moderately high stress"** or "extremely high stress"**. See item 10 in Table 8-1 for guidelines on how to apply these terms. It is assumed that "novice personnel" would be replaced by "skilled personnel" for critical actions.

(3) .02  5 Perform a critical action as part of a step-by-step task done under moderately high stress.

(4) .05  5 Perform a critical action as part of a dynamic task done under moderately high stress or a step-by-step task done under extremely high stress.

(5) .25  5 Perform a critical action as part of a dynamic task done under extremely high stress.

*The HEPs are for independent actions or independent sets of actions in which the actions making up the set can be judged to be completely dependent. Other levels of dependence among actions can be assessed by the analyst, using one or more methods for assessing dependence described in Chapter 10 of NUREG/CR-1278.

**See the prefatory section "Definitions of Technical Terms" for definitions of these frequently misunderstood terms.
Table 8-5 Assessment of Nominal HEPs for Post-Accident
Post-Diagnosis Actions (p2/2)

<table>
<thead>
<tr>
<th>Item</th>
<th>HEP</th>
<th>EF</th>
<th>Action*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>Verify the correctness of a critical action as part of a step-by-step task under moderately high stress.</td>
</tr>
<tr>
<td>(6)</td>
<td>.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7)</td>
<td>.5</td>
<td></td>
<td>Verify the correctness of a critical action as part of a dynamic task done under moderately high stress or a step-by-step task done under extremely high stress.</td>
</tr>
<tr>
<td>(8)</td>
<td>.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(9)</td>
<td>var.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10)</td>
<td>.001</td>
<td></td>
<td>Perform a post-diagnosis immediate emergency action for the reactor vessel/containment critical parameters, when (a) it can be judged to have been committed to memory, (b) it can be classified as skill-based actions per Table 2-1, and (c) there is a backup written procedure. Assume no immediate RF from a second person for each such action.</td>
</tr>
</tbody>
</table>

*Theoretically, if the HEP for item (7) is assessed as .5, the HEP for item (8) should be larger, e.g., .75. However, as .5 is already so large, any increase in the estimated HEP is judged to be unduly conservative.
A Hypothetical Example of a Nominal HRA

The following hypothetical, simple example illustrates the use of part of the nominal procedure (Table 8-1), including the use of the method for estimating the appropriate time relationships between diagnosis and post-diagnosis actions (Figure 6-3), the nominal diagnosis model (Figure 8-1 and Table 8-2), rules for adjusting the diagnosis HEPs (Table 8-3), the annunciator response model (Table 8-4), and the nominal rules for post-accident, post-diagnosis actions (Table 8-5). This example problem is intended merely to illustrate the method. For more realistic problems making use of the ASEP HRA Procedure, see the ASEP PRAs in Volumes 3 - 6 of NUREG/CR-4550.

Assume that the human responses to a particular abnormal event are to be analyzed, using a nominal HRA. Per step 4 in Table 8-1, it has been determined that there are four critical post-diagnosis actions of interest, which require the use of a written procedure, and the available procedure is a symptom-oriented EOP. The systems analysts have assessed a major failure unless all four actions are correctly performed. Three of the actions take place at the main control room panels, and the fourth requires going to the diesel generator room and making one switching action. In the accident sequence being evaluated, it is assumed that the required instrumentation and related displays work properly.

Per step 3 in Table 8-1, the systems analysts have estimated $T_m$ as 30 minutes. Reference to Figure 6-3 (as cited in step 3 of Table 8-1) shows that the control room crew must have completed all the appropriate actions in the time interval between the annunciation of the event ($T_0$) and $T_m$ in this case, within 30 minutes.

Per steps 5 and 6 of Table 8-1, and using plant personnel as subjects, the human reliability analyst has estimated the total time for the completion of the switching action in the diesel generator room to take 10 minutes. This time includes the following three times: (1) the time required for control room personnel to communicate with the ready room and instruct the person who would have to take the action, (2) that person's actual travel time (at a fast walk), and (3) the simulated time to make the switching action, once the operator is in the diesel room. The times for the other three post-diagnosis actions are much shorter and they are done by different people. Therefore, these times are of no consequence in the analysis. Per step 7 of the table, $T_a$ is 10 minutes. $T_d$ is calculated per step 8 as $30 - 10 = 20$ minutes.

Step 9 of the table refers the analyst to Figure 8-1 or Table 8-2 to obtain the estimated unadjusted diagnosis HEP for the calculated 20 minutes that are available for the diagnosis. Table 8-2, item 3, shows that the assessed unadjusted diagnosis HEP is .01. Possible adjustments are considered by referring to the other statements in step 9 of Table 8-1.

Step 9.b is consulted, and it is determined by the systems analysts that for the accident sequence to be evaluated, only one diagnosis is required. Per step 9.c, the adjustment rules in Table 8-3 are consulted. It is established by interviews with plant personnel and training personnel that the abnormal event in question is not routinely practiced. Thus, it is appropriate to use
the upper bound of the diagnosis HEP, i.e., .1. Per step 9.d a study of the symptom-oriented EOP shows that it is not well designed per 9.d.4 in that the person responsible for using the EOP to direct the post-accident actions has to follow three paths simultaneously without any written prompts from one path to another. Therefore, no downward adjustment of the diagnosis HEP is warranted. Steps 9.e, 9.f, and 9.g are determined not to be relevant to this particular problem. Therefore, the final assessed diagnosis HEP is .1.

Step 10 in the table refers the analyst to Table 8-5 to estimate the HEPs for the four critical post-diagnosis actions. However, item 10.b in Table 8-1 directs the analyst to assess all post-diagnosis actions as dynamic. Reference to items 10.d through 10.g results in an assessment of a moderately high level of stress for carrying out these four actions. Therefore, per item 4 in Table 8-5, an HEP of .05 is assessed for the original performer of each of these actions. For those control room actions, there is a second person RF. Therefore, item 7 in the table is used to assess an HEP of .5 for the RF for these three actions. Although there is no second person RF for the action to be performed in the diesel room, failure to perform this action will result in an annunciated alarm in the control room. Table 8-4 is consulted to obtain the estimated HEP for this RF. The systems analysts and control room personnel estimate that if this alarm sounds, there will be 9 other alarms competing for the attention of the control room personnel at about the same time. It is further determined that there are no special rules that would direct the attention of the personnel to the particular annunciator in question. Therefore, the appropriate assessment of the HEP for this RF is .05 per item 10.k and the last footnote of Table 8-4.

Figure 8-2 shows an HRA Event Tree as one method of analysis per step 11 in Table 8-1. (For a description of this type of event tree, see "HRA event tree" in the section on "Definitions of Technical Terms" in the prefatory pages.) In the figure, the sources for the estimated HEPs are listed by table and item number in the table, e.g., T8-2 #3 UB. In this case, the UB refers to the use of the upper bound of .1 rather than the nominal value of .01. The dashed lines show error recovery paths which rejoin the complete success path, $S$. Thus, there are 5 success paths through the tree (with $S_1$ representing the end point of 4 of these paths).

Finally, the estimated total failure probability, $F_T$, of .2 is entered into the appropriate place in the system fault tree or system event tree per step 12 in Table 8-1. It is reiterated that this example is hypothetical and not realistic. An $F_T$ of .2 would be unusually high for an uncomplicated accident sequence.
The nominal $F_T$ may be calculated as follows:

$$F_T = F_1 + F_2 + F_3 + F_4 + F_5$$

$$= .1 + (.9 \times .05 \times .5) + (.9 \times .95 \times .05 \times .5)$$
$$+ (.9 \times .95 \times .95 \times .05 \times .5) + (.9 \times .95 \times .95 \times .95 \times .05 \times .05)$$
$$= .1661104 \approx .2$$

or the approximate equation may be used:

$$F_T \approx .1 + 3(.05 \times .5) + (.05 \times .05) \approx .1775 \approx .2$$

Figure 8-2  HRA Event Tree for a Hypothetical Post-Accident Nominal HRA
This part consists of Chapter 9, "Results of Tryouts of the ASEP HRA Procedure," and Chapter 10, "Conclusion." Chapter 9 describes experiences by four systems analysts and three human reliability analysts in using the new procedure in the four ASEP PRAs that were completed. Included are both positive comments and criticisms by these personnel. Chapter 10 presents a capsule evaluation of the procedure, with suggestions for additional study.
CHAPTER 9. RESULTS OF TRYOUTS OF THE ASEP HRA PROCEDURE

Overview

The Accident Sequence Evaluation Program (ASEP) Human Reliability Analysis (HRA) Procedure was developed to meet a specific need - an HRA procedure sufficiently accurate for a "shortcut" probabilistic risk assessment (PRA) and usable by systems analysts with a minimum amount of guidance from human reliability analysts. Stated in another way, the developmental goal was to devise an HRA procedure requiring a minimum of judgment, and usable by PRA specialists with little or no background in human performance technology. This chapter presents some information on the results of several tryouts to test this developmental goal.

To state the bottom line first, the goal was realized in large part. Some changes to the original procedure used in the ASEP PRAs (Swain, 1985b and c) were made after the tryouts to better achieve the above goal of a rule-based procedure to be used by systems analysts. Nevertheless, the author and the other two human reliability analysts supporting the ASEP systems analysts believe it is still important that any HRA of a complex man-machine system be performed by an interacting team of specialists that includes a human reliability analyst with a strong background in human performance technology, e.g., a psychologist or human factors specialist who has been trained in HRA.

The Tryouts

The tryouts consisted of applications in both the ASEP and the Risk Methods Integration and Evaluation Program (RMIEP). The RMIEP application involved a systems analyst's use of the RMIEP HRA screening procedure for pre-accident tasks (Swain, 1985a) in the PRA of La Salle Unit 1, a boiling water reactor (BWR). This "screening procedure" (to be published as the section on "Screening Rules for the Human Reliability Analysis in the Risk Methods Integration and Evaluation Program" in Volume 5 of NUREG/CR-4832 (Payne et al, 1987) is nearly identical to the ASEP nominal HRA procedure for pre-accident tasks, as noted in Chapter 5, so it is a fair test also of the latter procedure. (See Appendix A for more information on the RMIEP "fine screening analysis" and its relationship to the ASEP HRA Procedure.)

The ASEP applications consisted of the use of the HRA nominal procedures for pre-accident and post-accident tasks in four different PRAs by four different systems analysts, with support from three human reliability analysts. The four plants were Surry Unit 1 and Sequoyah Unit 1, both pressurized water reactors (PWRs), and Peach Bottom Unit 2 and Grand Gulf Unit 1, both BWRs. The PRAs and the associated HRAs for these NPPs are reported in four different volumes (see NUREG/CR-4550 in References section). The ASEP systems analysts had no formal training in HRA, but one of them had some familiarity with THERP/Handbook, having worked with the author on other PRAs. The three human
reliability analysts (including the author) were thoroughly versed in the THERP/Handbook method of HRA, as described in NUREG/CR-1278 and NUREG/CR-2254. Much of the detailed post-accident HRA was done by the systems analysts themselves. Most of the detailed pre-accident HRA was done by the human reliability analysts.

The tryouts, then, are of the ASEP nominal HRA procedure for both pre- and post-accident tasks. Neither ASEP screening HRA procedure has been tried out to date. After completion of the tryouts, the author talked with each of the other six analysts. The following two topics present the results of the tryouts of, respectively, the ASEP HRA procedure for pre-accident tasks and the ASEP HRA procedure for post-accident tasks.

Tryouts of the ASEP HRA Procedure for Pre-Accident Tasks

The La Salle PRA systems analyst and the author visited the plant and together studied the kinds of materials described in Table 5-1, "Procedure for Nominal HRA of Pre-Accident Tasks." In addition they interviewed persons in charge of maintenance, calibration, and restoration operations. Limited talk-throughs were obtained. The systems analyst stated that he had no problems in using the pre-accident HRA procedure, in this case the RMIEP screening procedure which is nearly identical to the ASEP nominal procedure. The author concurred in his use of the procedure and the results he obtained.

In the Surry and Sequoyah PRAs, a human reliability analyst (not the author) did most of the pre-accident HRA. The systems analysts reported that they did not do much pre-accident HRA because the human reliability analyst had classified the tagging procedure as a Level 1 procedure (from Table 20-15 in NUREG/CR-1278), and there were many annunciated signals for restoration errors, or post-maintenance tests that would also catch many of these kinds of errors. One of the systems analysts used the pre-accident procedure for only one task, one which did not have all the above recovery factors. He stated that in his opinion the assessed HEPs using the procedure were too optimistic. As his example, he noted that if two parallel systems were being calibrated, and if this involved the technician's going to different cabinets, there would be more than 2 minutes involved. Using Table 5-1, item #9b, and Table 5-4, zero dependence was assessed. He would have preferred to use high dependence instead. (In the ASEP pre-accident HRA procedure, for greater conservatism, no levels of dependence between zero and high dependence are offered, unlike the positive dependence model in NUREG/CR-1278.)

The author agrees that in the above case high dependence would be a more conservative assessment, but in his opinion, the overall assessment is still conservative in view of the basic HEP of .03 and the conservative restrictions on credit given in the HRA for recovery factors. The procedure for the pre-accident HRA is intended to be a prescriptive, rule-based procedure, and with this purpose in mind, the author has attempted to keep the procedure as simple as possible.
In the Grand Gulf PRA, a different human reliability analyst (not the author) did all of the pre-accident HRA. In the Peach Bottom PRA, the systems analyst did the pre-accident HRA. This analyst is the one who had prior familiarity with THERP/Handbook. He stated that the biggest problem was the time constraints in obtaining sufficient information to properly apply the tabled rules in the pre-accident nominal HRA procedure. In some cases, he was able to obtain sufficient information to get down to two cases (for example, in using Table 5-3) but not sufficient information to indicate which of the two cases was the appropriate one. So he picked an in-between value on a log scale, a conservative application. As stated also by two other analysts, this systems analyst noted that there were so many recovery factors that in most cases the impact of human errors was negligible in the pre-accident PRA. He concluded that the pre-accident HRA procedure was well-defined and well-understood.

The other two human reliability analysts experienced no problems in using the ASEP nominal HRA for pre-accident tasks, but this was to be expected because of their strong background in THERP/Handbook.

Tryouts of the ASEP HRA Procedure for Post-Accident Tasks

The systems analysts and the other two human reliability analysts experienced some minor problems in using this procedure. Most of these problems occurred because of inadequate or misleading definitions of terms in the earlier draft version (Swain, 1985c). The present version in this document has redefined some terms and provided some additional guidance in an attempt to respond to these users' problems.

One systems analyst stated that the choice of HEPs to use in Table 8-4 is too limited. Mostly he used the .02 HEP (item #3 in the table) for the initial error, and a .2 HEP (item #6 in the table) for the failure of the recovery factor. He felt there was not enough latitude for fine tuning. He did appreciate the .001 HEP for skill-based behavior (i.e., item #10 in the table), but believes that there is too big a gap between this .001 and the .02 value above. The author acknowledges there is a big gap between the two HEPs, but believes that any attempt to provide detailed rules for "fine tuning" would defeat a primary purpose of the ASEP HRA Procedure, namely, to provide a short cut method. Instead, this is an area to which the skills of a qualified human reliability analyst could be applied.

All of the analysts had problems in deciding how often to apply the nominal diagnosis model (in Table 8-2) in any one accident sequence. Two analysts finally decided that for most sequences, the model should be applied only once, and that would be to get the operators to the correct EOP. Once into an EOP, the post-diagnosis actions (Table 8-4) would be appropriate. For example, one analyst noted that loss of steam generator cooling is one sequence of tasks spelled out in an EOP. However, some human actions he judged to be stand-alone actions, e.g., failure to switch service water screens to the other unit (the one not experiencing an abnormal event). He judged this to be an unusual case, as it seems to require something out of the ordinary. It is
not called out as a step in the EOP the operators would be using. Therefore, he used the nominal diagnosis model for that particular necessity for the operators to decide what to do. In other words, in that particular accident sequence, he used the diagnosis model twice. This seemed reasonable to the author.

With the above comments in mind, Table 8-1 includes additional clarification on when to employ the nominal diagnosis model more than once in the same accident sequence. The clarification specifically is addressed to the judgment of when to use the second and third columns in Table 8-2. The clarifying statement is that if the emergency operating procedure (EOP) appropriate to the accident sequence does not specifically describe any additional abnormal events posited by the systems analyst, including any change in the status of the event being evaluated, then the nominal diagnosis model should be applied in all such cases. This does not imply that the EOP must specifically name the additional abnormal events or changes; it merely means that the EOP must lead the operators to cope successfully with these conditions if they correctly use the EOP. That is, the EOP must enable the operators to figure out what to do (or be led to the correct actions) in coping with the accident sequence details being evaluated by the systems analyst.

In addition, the new clarification specifically reminds the systems analyst to use Table 8-3 to adjust the nominal HEPs for the second or third abnormal events in an accident sequence. For example, assume that a second abnormal event in an accident sequence is being analyzed and it is judged that the nominal diagnosis model should be applied to that event. Further assume that the analyst determines that this particular event is not covered in training. Accordingly, per item #1.a in Table 8-3, he should select the appropriate HEP of the second column from Table 8-2, and then assess its upper bound as the estimated nominal HEP. Thus, if the operating crew must diagnose this second abnormal event within 20 minutes, the HEP of .1 (item #9) would be reassessed as 1.0, the upper bound of .1.

After using the original post-accident procedure (Swain, 1985c), another systems analyst noted that the term "initiating event" was too restrictive when he used the nominal diagnosis model. By standard PRA usage, an initiating event is an abnormal event that requires a trip. Yet some abnormal events can occur subsequent to a trip, and would require that the second and third columns in Table 8-2 be used. So he suggested that the term "abnormal event" be substituted for the term "initiating event," and that the words "...or other subsequent system failures" be added to the definition of an abnormal event. (These changes have been made in the present document.)

This same analyst, as did others, experienced some confusion with the definitions of step-by-step tasks and dynamic tasks in NUREG/CR-1278. Accordingly, these definitions have been changed in the current document. He also suggested that if some system fails after an operator has selected the appropriate EOP and is using it, any step-by-step tasks related to the use of the EOP should be reclassified as dynamic. Other than the above difficulties, this systems analyst judged the post-accident HRA procedure to be reasonably straightforward.
Except for the "big gap between .02 and .001 in Table 8-4," all of the above suggestions have been incorporated into the present document. In addition, some additional guidelines have been included in Table 8-1 to help the analyst make an assessment as to whether a post-diagnosis task is a step-by-step or a dynamic task. For example, if graphic aids such as symptom-oriented EOPs are poorly designed, the user's tasks should be judged to be dynamic. In one plant, it was noted that in one of the symptom-oriented graphic EOPs evaluated, the operator had to simultaneously follow three different paths with no cues as to when to switch from one to another path. The task therefore was assessed as a dynamic task. In another plant, for the HRA of Anticipated Transient Without Scram (ATWS) accident sequences, the author and another human reliability analyst decided to assess all post-diagnosis tasks as dynamic even for tasks which individually could be classified as step-by-step. Their rationale was the large number of interactions among tasks to be carried out by each operator in the control room, and the fact that different tasks had to be performed in the same time period by a given operator. The clarifications to Table 8-1 are intended to reflect these kinds of assessments. In addition, this table has been modified to include an assessment of symptom-oriented EOPs as a new method for adjusting the nominal diagnosis model in Table 8-2.

One of the systems analysts considered an assessment of a .125 joint HEP (i.e., the .25 HEP from item #5 in Table 8-4 multiplied by the .5 HEP from item #8) to be unduly conservative. This analyst wanted to use the concept of negative dependence, but such usage would quickly result in unbelievably low joint HEPs (as discussed in Chapter 10 of NUREG/CR-1278). The analyst also believed that the author's HRA did not give sufficient credit for the operators' training to keep the core covered. In the context of the conservative nature of the ASEP PRA, the author disagreed with the systems analyst. The author told the systems analyst that because it is impossible to predict all possible modes of extraneous behavior in an accident sequence, he prefers to err on the conservative side in those assessments of behavior that can be identified as possible operator actions.

This systems analyst stated that apart from problems with definitions, and some differences in interpretation of tabbed HEPs, the HRA procedure was very easy to use. Changes made in the current document are intended to reduce these kinds of problems to a manageable level, and also to respond to the comments of the other two human reliability analysts who wanted some revisions to some of the definitions.

A Comparison of Estimated HEPs Using ASEP HRA Procedure and THERP/Handbook

In the Grand Gulf PRA, the author and another human reliability analyst performed two different HRAs for the ATWS accident sequences evaluated in the systems analysis. One HRA was performed using the draft ASEP nominal HRA procedure for post-accident tasks (Swain, 1985c), and the other was performed using the procedure in Chapter 20 (and Chapter 12) in NUREG/CR-1278. The HEPs used in the PRA were taken from the first HRA using the ASEP procedure (see Appendix D, "ATWS Human Reliability Analysis," in Volume 6 of NUREG/CR-4550),
as it resulted in somewhat more conservative estimates. This, of course, was a stated intention in developing the ASEP procedure.

Table 9-1 provides a sample of estimated HEPs for various ATWS human actions showing the differences between the two sets of estimates. Quite a bit of explanatory material that is in Appendix D of the Grand Gulf ASEP PRA is left out, as the purpose of the table is merely to show some differences in estimated HEPs. The first two examples show estimates for detailed actions leading to total failure estimated HEPs. These are followed by some selected total failure HEPs. (The titles of the total failure HEPs are underlined in the table.)

As illustrated by the second detailed example in the table ("HEP 3: Operator Fails to Initiate Standby Liquid Control (SLC)"), in some cases the ASEP HRA Procedure does not permit as detailed an analysis as is possible using THERP/Handbook. This is to be expected in view of the purpose of the former method for HRA. The estimated total failure HEPs listed in the table show that in three cases the estimates were identical for both procedures, but that in the four cases in which differences occurred, the ASEP HRA Procedure was more conservative, as it was designed to be.
Table 9-1  A Comparison of Some Individual and Total Failure HEPs Using the ASEP HRA Procedure and THERP/Handbook (p1/2)*

<table>
<thead>
<tr>
<th>ASEP HEP</th>
<th>THERP HEP</th>
<th>Description of Human Action or Total Failure HEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>5E-2</td>
<td>1E-3</td>
<td><strong>HEP 2: Operator Attempts Recirculation Pump Trip (RPT)</strong></td>
</tr>
<tr>
<td>5E-2</td>
<td>1E-3</td>
<td>Control Operator (CO) fails to note that SRV red lights are on, which indicates that the MSIVs have closed.</td>
</tr>
<tr>
<td>5E-2</td>
<td>1E-3</td>
<td>CO fails to note that the turbine has tripped and he fails to instruct the Assistant CO (ACO) to RPT.</td>
</tr>
<tr>
<td>5E-2</td>
<td>1E-3</td>
<td>ACO fails to note that the turbine has tripped and this indication fails to cue him to RPT.</td>
</tr>
<tr>
<td>1E-4</td>
<td>-0</td>
<td>Total Failure of all three above possibilities for getting to an RPT ([\text{ASEP } F_T = (5E-2)^3; \text{THERP/Handbook } F_T = (1E-3)^3]).</td>
</tr>
<tr>
<td>5E-2</td>
<td>1E-3</td>
<td><strong>HEP 3: Operator Fails to Initiate Standby Liquid Control (SLC)</strong></td>
</tr>
<tr>
<td>5E-2</td>
<td>1E-3</td>
<td>ACO fails to note that power &gt;5%, as displayed on several analog meters and recorders next to the control rods display.</td>
</tr>
<tr>
<td>5E-2</td>
<td>1E-3</td>
<td>CO fails to remember he should ask ACO for a power reading, given that an ATWS has occurred and that the Main Steam Isolation Valves have closed, or, he fails to note step 3.3 in EP10 which addresses this issue.</td>
</tr>
<tr>
<td>5E-2</td>
<td>5E-2</td>
<td>Shift supervisor (SS) fails to compensate for the above two persons' failures when he arrives in the control room the presumed 5 minutes into the event.</td>
</tr>
<tr>
<td>~0</td>
<td>~0</td>
<td>Once the CO realizes he must initiate SLC, he fails to go to the SS's desk and retrieve the specially marked keys on the key ring and he fails to insert and turn one of the keys in the proper place in panel P601.</td>
</tr>
<tr>
<td>1E-4</td>
<td>~0</td>
<td>Total Failure of failing to attempt to initiate an SLC system within 3 to 7 minutes after the initiating event ([\text{ASEP } F_T = (5E-2)^3; \text{THERP/Handbook } F_T = (1E-3)^3(5E-2)]).</td>
</tr>
</tbody>
</table>

* The titles of the total failure HEPs are underlined in the table.
Table 9-1  A Comparison of Some Individual and Total Failure HEPs Using the ASEP HRA Procedure and THERP/Handbook (p2/2)*

<table>
<thead>
<tr>
<th>ASEP HEP</th>
<th>THERP HEP</th>
<th>Description of Human Action or Total Failure HEP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><strong>HEP 3 (continued)</strong></td>
</tr>
<tr>
<td>-0</td>
<td>-0</td>
<td>Operator Attempts Manual Scram of the Reactor</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>Operator Fails to Keep RPV Level Slightly Above Top of Active Fuel (TAF), Given that SLC is Not Working**</td>
</tr>
<tr>
<td>3E-3</td>
<td>3E-4</td>
<td>Operator Fails to Get to Maintenance of Level Control, Given that He was Using Residual Heat Removal (RHR) for Low Pressure Injection</td>
</tr>
<tr>
<td>2E-3</td>
<td>2E-4</td>
<td>Operator Fails to Initiate SPC, Given that He was Using RHR for Low Pressure Injection</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>Operator Fails to Vent Containment, Given that SLC is Not Functioning and He Failed to Keep Reactor Pressure Vessel Level Slightly Above TAF</td>
</tr>
</tbody>
</table>

* The titles of the total failure HEPs are underlined in the table. ** The HEP of 1.0 was assessed because the training led to this inappropriate action. The training has since been revised.
The goal in developing an ASEP HRA Procedure was to devise essentially a rule-based procedure (defined in Table 2-1) for human reliability analysis (HRA) that could be used by systems analysts to perform most of the analyses required for the HRA parts of a probabilistic risk assessment (PRA) of nuclear power plants. It was recognized that an abbreviated HRA procedure would of necessity leave out some aspects of performance shaping factors, the central raw material in applying a full-scale HRA using the THERP/Handbook approach described in NUREG/CR-1278. Thus, with an abbreviated procedure, especially a rule-based procedure, the best possible HRA cannot be achieved. Because PRAs are risk oriented, the author decided that the only possible approach would be one that would not likely underestimate risk. To develop a rule-based procedure, it was therefore necessary that develop rules that were conservative relative to the THERP/Handbook approach. On the other hand, he did not want to develop a procedure that would grossly overestimate the human contribution to system failures.

So, what is the result? The tryouts indicate that much, probably even most, of the ASEP HRA Procedure is indeed rule-based. Systems analysts who have had no formal training in human factors or psychology were able to apply the rules correctly in most cases. As might be expected, the rules for the pre-accident HRA are the most straightforward. They more closely approach the rule-based goal. Also, as might be expected, the rules for the post-accident HRA do require more judgment and soul searching to use. There is opportunity for an untutored systems analyst to overestimate the effectiveness of training for coping with the unusual, and to underestimate the effects of the stress of a very serious, unexpected abnormal event. For these reasons alone, the author strongly believes that any PRA which purports to consider the impact of human errors must include a specialist in HRA in the PRA team. This admonition is seconded by all of the systems analysts and other reviewers of the ASEP HRA Procedure.

The tryouts also indicate that, as planned, the HRA results using the new procedure are somewhat more conservative than an HRA based on the more analytical and detailed THERP/Handbook approach. In some cases, differences between the two HRA procedures of as much as an order of magnitude in estimated human error probabilities (HEPs) occurred in the comparison made by the author and another human reliability analyst in the post-accident nominal HRA for one of the ASEP plants. However, in cases in which stress levels could be assessed as extremely high (e.g., when the hypothetical accident sequence included cases in which depended upon safety systems fail to work), there were no material differences in results between the ASEP HRA Procedure and THERP/Handbook. This outcome should not be surprising, as the considerable amount of uncertainty in predicting human behavior under these circumstances forces an analyst to be more pessimistic about human success.

An important plus for the ASEP HRA Procedure is that much of it can be done in a relatively short period of time, with less manpower, than is the case using a full-scale HRA procedure. In a sense, then, the new procedure gains time and cost benefits by increasing the conservatism (pessimism) of the HRA.
Another plus for the ASEP HRA Procedure is that, unlike NUREG/CR-1278, it does have a detailed fine-screening procedure for both pre-accident and post-accident HRAs. These screening procedures come the closest to completely rule-based procedures. But even though the ASEP HRA Procedure does include a screening procedure, the author prefers to think of the nominal ASEP HRA procedures as constituting another set of fine-screening tools for quickly identifying main sources of human error contribution in a PRA. Those human error events assessed as having a material impact in the systems analysis can then be subjected to a full-scale analysis. It may be determined that some simulator data are required to fill in some gaps in the post-accident HRA, as was done in the LaSalle PRA (Weston et al, 1987). A more detailed evaluation of the training and practice levels of plant personnel in coping with specific abnormal events may be justified on the basis of the analysis using the ASEP HRA Procedure. Or a more detailed HRA using THERP/Handbook may provide the necessary additional detail, especially to suggest changes in training, written procedures, work operations, or equipment to materially reduce estimated human error probabilities for original errors and recovery factors.

The ASEP HRA Procedure also provides some guidance for post-accident HRA not found in NUREG/CR-1278, namely, in assessing the effects of the relatively new symptom-oriented emergency operating procedures and of memorized immediate emergency actions, and in clarifying the use of the nominal diagnosis model. Therefore, for a full-scale HRA using the THERP/Handbook approach, parts of the ASEP HRA Procedure should also be used.

Despite a reduction in the amount of expert judgment required for the new procedure, both it and the THERP/Handbook procedure on which it is based have limitations in the knowledge-based behavior domain, notably in the methodology for a post-accident HRA. Both procedures rely on speculative time-reliability curves that are only marginally related to real data (see the discussion in Chapter 12 of NUREG/CR-1278). The author regards this approach as a temporary expedient until considerably more data from simulators can be obtained and properly calibrated to real world events. For the post-accident situation, data from training simulators offer the only viable possibility for collecting sufficient data for statistical treatment. Examples of data from nuclear power plant training simulators useful for PRA are presented in Beare et al, 1984, and in Weston et al, 1987. In these studies, funded by the U.S. Nuclear Regulatory Commission, human error rates based on error relative frequencies were collected. The first study shows HEPs for post-diagnosis actions that agree well with estimated HEPs in Chapter 20 of NUREG/CR-1278. The latter study includes diagnosis HEPs as a function of time from a compelling signal. For several simulated abnormal events, the data revealed a log-normal relationship that approximates that in the nominal diagnosis model (Figure 8-1 and Table 8-2). Although these data must be carefully evaluated when extrapolating them to operations in real plants, such data represent "the only game in town" for collecting statistically meaningful data on post-accident human behavior. Until regulatory agencies and utilities are willing to allocate considerably more time and funds to obtain sufficient data on human performance, human reliability analysis will continue to have a large amount of expert judgment behind the estimated effects of human errors in nuclear power plants. While this type of reliance is certainly not unique to HRA in the PRA field, the author believes it is to be regretted.
To sum up, the ASEP HRA Procedure is workable, it requires less manpower and
time than THERP/Handbook, it fills in some gaps in NUREG/CR-1278, it is some-
what more conservative than the THERP/Handbook approach to HRA, and it meets a
need for an abbreviated HRA procedure that is sufficiently accurate for most
purposes of PRA. For those who prefer to use the more complete THERP/Handbook
approach, the following treatment in the ASEP HRA Procedure should be incor-
porated into that approach: the new set of definitions of technical terms,
the pre-accident and post-accident screening procedures, the uncertainty
bounds propagation computer program, and the treatment of multiple abnormal
events, immediate emergency actions, and symptom-oriented procedures.
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In early 1984 Sandia National Laboratories was tasked by the U.S. Nuclear Regulatory Commission to develop and/or evaluate probabilistic risk analysis (PRA) methods for assessing risk from nuclear power plants. This effort, the Risk Methods Integration and Evaluation Program (RMIEP), includes methods for human reliability analysis (HRA). As part of this work, a procedure for a screening HRA was developed for RMIEP (Swain, 1985a). This new procedure was developed because there was no formal HRA screening procedure in any existing HRA procedure documentation.

The RMIEP HRA screening procedure consists of "screening rules" for pre-accident and post-accident tasks. These screening rules constitute a "fine screening analysis," as defined in the "Definitions of Technical Terms" in the prefatory pages. A fine screening analysis incorporates results of some level of task analysis at the plant in question. Obviously, the degree of fineness or coarseness of a screening procedure is relative. The RMIEP HRA screening procedure for pre-accident tasks represents a "very fine" screening tool, whereas the RMIEP HRA screening procedure for post-accident tasks is relatively more coarse.

Because screening analysis procedures are inherently conservative and require less analysis than conventional (i.e., nominal) analysis procedures, it was decided to use the RMIEP screening rules as the basis for developing a new HRA procedure for use in the ASEP PRAs. Because of its emphasis on plant-specific task analysis, ASEP systems analysts decided that the RMIEP screening rules for pre-accident tasks could be used, with only minor modification, as the nominal HRA procedure for pre-accident tasks. The modification consists of (1) allowing some credit (i.e., an error recovery factor - RF) for supervisory sign-off on a test and maintenance job, and (2) being more explicit about allowing greater credit for shiftly or daily checks should the standard credit result in a task which has a material impact in the systems analysis.

The RMIEP screening rules for post-accident tasks were judged to be too coarse (i.e., not sufficiently plant-specific) for use as the nominal HRA procedure for ASEP post-accident tasks. Accordingly, for post-accident tasks a new nominal HRA procedure was developed for ASEP, while the screening HRA procedure for ASEP is very similar to the RMIEP screening procedure, with some exceptions to increase the conservatism of the ASEP procedure.

To document the development of the ASEP HRA Procedure, Table A-1 shows the correspondence between RMIEP and ASEP tables and figures. The content of the two sets is not identical, but a study of the two sets will show a high degree of correspondence. The RMIEP table and figure numbers are from Swain (1985a). For additional documentation of the development of the ASEP HRA Procedure, especially the rationale for the BHEP of .03 and the treatment of RFs in the pre-accident procedure, see Swain (1985a) or the section on "Screening Rules for the Human Reliability Analysis in the Risk Methods Integration and Evaluation Program" in Volume 5 of NUREG/CR-4832.
Table A-1 Correlation of Table and Figure Numbers Between ASEP HRA Procedure and RMIEP HRA Screening Rules*

<table>
<thead>
<tr>
<th>ASEP</th>
<th>RMIEP</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>T5-1</td>
<td>T1</td>
<td>Steps to follow in applying the pre-accident procedure</td>
</tr>
<tr>
<td>T5-2</td>
<td>T2</td>
<td>Basic and optimum conditions for recovery factors in pre-accident tasks, exclusive of within-person dependence effects</td>
</tr>
<tr>
<td>T5-3</td>
<td>T3</td>
<td>Applications of ASEP T5-2 or RMIEP T2, exclusive of within-person dependence effects</td>
</tr>
<tr>
<td>T5-4</td>
<td>T4</td>
<td>Guidelines for assessing within-person dependence levels for pre-accident tasks</td>
</tr>
<tr>
<td>T5-5</td>
<td>T5</td>
<td>$F_s$ for ASEP T5-3 or RMIEP T3 BHEPs, modified for multiple-component systems, assuming dependence levels determined by using guidelines in ASEP T5-4 or RMIEP T4, and including RFs</td>
</tr>
</tbody>
</table>

Pre-Accident HRA

Post-Accident HRA

<table>
<thead>
<tr>
<th>ASEP</th>
<th>RMIEP</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2-1</td>
<td>T8</td>
<td>Definitions of skill-, rule-, and knowledge-based behavior</td>
</tr>
<tr>
<td>T6-1</td>
<td>T7</td>
<td>Definitions of cognition-related terms and usage in the Handbook of Human Reliability Analysis (NUREG/CR-1278)</td>
</tr>
<tr>
<td>F6-3</td>
<td>F1</td>
<td>Time relationships between annunciation of an abnormal event, a correct diagnosis, and performing the required post-diagnosis within time $T$ of one abnormal event by control room personnel</td>
</tr>
<tr>
<td>T7-1</td>
<td>T6</td>
<td>Steps to following in applying the post-accident procedure</td>
</tr>
<tr>
<td>F7-1</td>
<td>F2</td>
<td>Initial-screening model of estimated HEPs and UCBs for diagnosis within time $T$ of one abnormal event by control room personnel</td>
</tr>
<tr>
<td>T7-2</td>
<td>T9</td>
<td>Initial screening model of estimated HEPs and EFs for diagnosis within time $T$ by control room personnel of abnormal events annunciated closely in time</td>
</tr>
<tr>
<td>T7-3</td>
<td>T10</td>
<td>Assessment of screening HEPs for post-accident post-diagnosis actions</td>
</tr>
</tbody>
</table>

*RMIEP table (T) and figure (F) numbers are from Swain (1985a).
APPENDIX B

COMPUTER PROGRAM FOR PROPAGATING UNCERTAINTY BOUNDS THROUGH AN HRA EVENT TREE

Elizabeth Lee Frost  
Sandia National Laboratories

Program UCBs-Propagation (short title UCBs) performs the calculations described in Appendix A of NUREG/CR-1278 for propagating uncertainty bounds (UCBs) through an HRA event tree. The user should reference this report for a complete understanding of the routine.

UCBs, written for the VAX computer in Fortran 77, performs all calculations in double precision. Input and output utilize external data files.

Input: For input, UCBs accesses an external data file created by the user. The default file type is "DAT".

All input data, except the title line, are list-directed or "free-format". This simply means that data values are not restricted to specific columns; however, there must be at least one space between data values. Character variables, such as, DEPENDENCE LEVEL, must be enclosed in single quotes. The only acceptable entries for DEPENDENCE LEVEL are 'ZD', 'LD', 'MD', 'HD', and 'CD' for zero, low, moderate, high, and complete dependence.

For each event tree the following input data are required:

line 1 : Title - up to 78 characters
line 2 : NEFT (Number of end-failure-terms)
line 3 : LIMB array - containing number of limbs in each end-failure term (EFT). The number of entries on line 3 must equal NEFT.
line 4 : Data for EFT 1, limb 1, i.e.:  
DEPENDENCE LEVEL  
MEDIAN HEP  
RATIO OF UPPER/LOWER BOUND  
(refer to Table B-2)

line n : Data for the last limb of the last EFT

Any number of data sets can appear in a single data file.
Output: UCBs creates a file for the results that has the same name as the input file with the file type "LIS".

When UCBs is executed it will prompt the user for:

Data file name (omit file type)

Additional data file (if any)

UCBs is simply a tool to perform the calculations to determine upper UCBs (UBs) and lower UCBs (LBs) as described in Appendix A of NUREG/CR-1278. The data set appearing there is used here as an example. The HRA event tree is shown in Figure B-1 and its companion Table B-1 explains the failure limbs.

The data file that was used for the example in this appendix is given in Table B-2 with annotations to aid the user.

The output file obtained by executing UCBs appears in Table B-3 followed by the source listing in Table B-4.
LEVEL OF DEPENDENCE IS SHOWN AFTER EACH HEP

Figure B-1 Expanded HRA Event Tree for Loss of Steam Generator Feed

(Copy of Figure A-2 from NUREG/CR-1278)
### Table B-1. Explanation of Failure Limbs in Figure B-1

(Copy of Table A-2 from NUREG/CR-1278)

<table>
<thead>
<tr>
<th>Failure Limb $F_{ij}$</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{1,1}$ R01 (reactor operator #1) fails to note the relevant ANNs (annunciators) indicating the need to establish feed and bleed.</td>
<td></td>
</tr>
<tr>
<td>$F_{1,2}$ R02 (reactor operator #2) fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{1,3}$ Shift supervisor (SS) fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{2,1}$ R01 noted the relevant ANNs but makes an incorrect diagnosis and does not initiate feed and bleed.</td>
<td></td>
</tr>
<tr>
<td>$F_{2,2}$ R02 fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{2,3}$ SS fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{2,4}$ R01 fails to note recovery ANNs.</td>
<td></td>
</tr>
<tr>
<td>$F_{2,5}$ R02 fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{2,6}$ SS fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{3,1}$ R01 omits step 2.4 in the procedure (long list, no checkoff)</td>
<td></td>
</tr>
<tr>
<td>$F_{3,2}$ R02 fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{3,3}$ SS fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{4,1}$ R01 omits step 2.5 in the procedure (long list, no checkoff)</td>
<td></td>
</tr>
<tr>
<td>$F_{4,2}$ R02 fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{4,3}$ SS fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{4,4}$ R01 fails to note loss of feed ANN.</td>
<td></td>
</tr>
<tr>
<td>$F_{4,5}$ R02 fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{4,6}$ SS fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{5,1}$ R01 omits step 2.6 in the procedure (long list, no checkoff)</td>
<td></td>
</tr>
<tr>
<td>$F_{5,2}$ R02 fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{5,3}$ SS fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{5,4}$ R01 fails to note loss of feed ANN.</td>
<td></td>
</tr>
<tr>
<td>$F_{5,5}$ R02 fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{5,6}$ SS fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{6,1}$ R01 fails to initiate high-pressure injection (HPI).</td>
<td></td>
</tr>
<tr>
<td>$F_{6,2}$ R02 fails to correct R01's error.</td>
<td></td>
</tr>
<tr>
<td>$F_{6,3}$ SS fails to correct R01's error.</td>
<td></td>
</tr>
</tbody>
</table>
Table B-2 Sample Data File for Program UCBs-Propagation

<table>
<thead>
<tr>
<th>Data File</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRA EVENT TREE FOR LOSS OF STEAM GENERATOR FEED</td>
<td>---</td>
</tr>
<tr>
<td>6 3 6 3 6 6 3</td>
<td>Title</td>
</tr>
<tr>
<td>'ZD' .009 100</td>
<td>Number of EFTs</td>
</tr>
<tr>
<td>'MD' .15 12.6</td>
<td>Number of limbs/EFT</td>
</tr>
<tr>
<td>'LD' .05 10</td>
<td></td>
</tr>
<tr>
<td>'ZD' .1 60</td>
<td></td>
</tr>
<tr>
<td>'HD' .55 3.3</td>
<td></td>
</tr>
<tr>
<td>'MD' .23 3.6</td>
<td></td>
</tr>
<tr>
<td>'ZD' .0001 100</td>
<td></td>
</tr>
<tr>
<td>'HD' .5 4</td>
<td></td>
</tr>
<tr>
<td>'HD' .5 4</td>
<td></td>
</tr>
<tr>
<td>'ZD' .02 10</td>
<td></td>
</tr>
<tr>
<td>'HD' .5 4</td>
<td></td>
</tr>
<tr>
<td>'MD' .15 12.6</td>
<td></td>
</tr>
<tr>
<td>'ZD' .02 10</td>
<td></td>
</tr>
<tr>
<td>'HD' .5 4</td>
<td></td>
</tr>
<tr>
<td>'MD' .15 12.6</td>
<td></td>
</tr>
<tr>
<td>'ZD' .0001 20</td>
<td></td>
</tr>
<tr>
<td>'HD' .5 4</td>
<td></td>
</tr>
<tr>
<td>'MD' .15 12.6</td>
<td></td>
</tr>
<tr>
<td>'ZD' .02 10</td>
<td></td>
</tr>
<tr>
<td>'HD' .5 4</td>
<td></td>
</tr>
<tr>
<td>'MD' .15 12.6</td>
<td></td>
</tr>
<tr>
<td>'ZD' .0001 20</td>
<td></td>
</tr>
<tr>
<td>'HD' .5 4</td>
<td></td>
</tr>
<tr>
<td>'MD' .15 12.6</td>
<td></td>
</tr>
<tr>
<td>'ZD' .001 50</td>
<td></td>
</tr>
<tr>
<td>'HD' .5 4</td>
<td></td>
</tr>
<tr>
<td>'MD' .15 12.6</td>
<td></td>
</tr>
</tbody>
</table>

*NOTE: The data for the limbs must appear in the order in which they appear on the HRA event tree.*

**DEP** = DEPENDENCE LEVEL  
**MED** = MEDIAN HEP  
**UOL** = RATIO OF UPPER OVER LOWER BOUND
Table B-3 Program Output for Program UCBs-Propagation

**HRA EVENT TREE FOR LOSS OF STEAM GENERATOR FEED**

<table>
<thead>
<tr>
<th>FAILURE</th>
<th>END-FAILURE</th>
<th>DEPEND.</th>
<th>MEDIAN</th>
<th>U(IJ)/L(IJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIMB F(I,J)</td>
<td>TERM F(I)</td>
<td>LEVEL</td>
<td>HEP</td>
<td></td>
</tr>
</tbody>
</table>

| F(1) = 6.750E-05 |
| 1, 1 | ZD | 9.00E-03 | 100.0 |
| 1, 2 | MD | 1.50E-01 | 12.5 |
| 1, 3 | LD | 5.00E-02 | 10.0 |

| F(2) = 1.898E-08 |
| 2, 1 | ZD | 1.00E-01 | 50.0 |
| 2, 2 | MD | 6.50E-01 | 3.3 |
| 2, 3 | MD | 2.30E-01 | 3.6 |
| 2, 4 | ZD | 6.00E-04 | 100.0 |
| 2, 5 | HD | 5.00E-01 | 4.0 |
| 2, 6 | HD | 5.00E-01 | 4.0 |

| F(3) = 1.500E-03 |
| 3, 1 | ZD | 2.00E-02 | 10.0 |
| 3, 2 | MD | 5.00E-01 | 4.0 |
| 3, 3 | MD | 1.50E-01 | 12.5 |

| F(4) = 1.125E-08 |
| 4, 1 | ZD | 2.00E-02 | 10.0 |
| 4, 2 | MD | 5.00E-01 | 4.0 |
| 4, 3 | MD | 1.50E-01 | 12.5 |
| 4, 4 | ZD | 1.00E-04 | 20.0 |
| 4, 5 | HD | 5.00E-01 | 4.0 |
| 4, 6 | MD | 1.50E-01 | 12.5 |

| F(5) = 1.125E-08 |
| 5, 1 | ZD | 2.00E-02 | 10.0 |
| 5, 2 | MD | 5.00E-01 | 4.0 |
| 5, 3 | MD | 1.50E-01 | 12.5 |
| 5, 4 | ZD | 1.00E-04 | 20.0 |
| 5, 5 | HD | 5.00E-01 | 4.0 |
| 5, 6 | MD | 1.50E-01 | 12.5 |

| F(6) = 7.500E-05 |
| 6, 1 | ZD | 1.00E-03 | 50.0 |
| 6, 2 | HD | 5.00E-01 | 4.0 |
| 6, 3 | MD | 1.50E-01 | 12.5 |

| F(T) = 1.644E-03 |

**STEP 2**

<table>
<thead>
<tr>
<th>END-FAILURE</th>
<th>Mu (LN PR [F(I)])</th>
<th>Sigma++2 (LN PR [F(I)])</th>
</tr>
</thead>
<tbody>
<tr>
<td>TERM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-9.603E+00</td>
<td>3.038E+00</td>
</tr>
<tr>
<td>2</td>
<td>-1.317E+01</td>
<td>4.012E+00</td>
</tr>
<tr>
<td>3</td>
<td>-6.602E+00</td>
<td>1.257E+00</td>
</tr>
<tr>
<td>4</td>
<td>-1.830E+01</td>
<td>2.883E+00</td>
</tr>
<tr>
<td>5</td>
<td>-1.830E+01</td>
<td>2.883E+00</td>
</tr>
<tr>
<td>6</td>
<td>-9.498E+00</td>
<td>2.181E+00</td>
</tr>
</tbody>
</table>

**STEP 3**

<table>
<thead>
<tr>
<th>END-FAILURE</th>
<th>Mu (PR [F(I)])</th>
<th>Sigma++2 (PR [F(I)])</th>
</tr>
</thead>
<tbody>
<tr>
<td>TERM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3.084E-04</td>
<td>1.890E-08</td>
</tr>
<tr>
<td>2</td>
<td>1.410E-05</td>
<td>1.078E-08</td>
</tr>
<tr>
<td>3</td>
<td>2.812E-03</td>
<td>1.988E-05</td>
</tr>
<tr>
<td>4</td>
<td>4.684E-08</td>
<td>3.684E-14</td>
</tr>
<tr>
<td>5</td>
<td>4.684E-08</td>
<td>3.684E-14</td>
</tr>
<tr>
<td>6</td>
<td>2.232E-04</td>
<td>3.911E-07</td>
</tr>
</tbody>
</table>

**STEP 4**

| Mu (PR [F(T)]) = 3.358E-03 | Sigma++2 (PR [F(T)]) = 2.217E-05 |

**STEP 5**

| Mu (LN PR [F(T)]) = -8.240E+00 | Sigma++2 (LN PR [F(T)]) = 1.087E+00 |

**STEP 6**

| Median = 1.949E-03 | Lower = 3.507E-04 | Upper = 1.084E-02 |

Upper/Median = 5.588 ° 6 Median/Lower = 5.588 ° 6
Table B-4  Computer Program for Program UCBs-Propagation (pl/4)

```c
C PROGRAM UCBs-Propagation
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
C
C PROCEDURE FOR PROPAGATING UNCERTAINTY BOUNDS
C THROUGH AN HRA EVENT TREE IS DESCRIBED IN
C APPENDIX A IN NUREG/CR-1278
C
C AUTHOR: ELIZABETH LEE FROST - SANDIA NATIONAL LABS
C
C TO EXECUTE PROGRAM -
C PREPARE A DATA FILE WITH FILE TYPE "DAT" WITH
C ALL DATA EXCEPT THE TITLE IS IN FREE-FORMAT.
C THE PROGRAM CREATES AN OUTPUT FILE AND PRINTS A MESSAGE
C GIVING ITS FILE NAME.
C
C DATA INPUT FILE :
C 1 TITLE LINE - UP TO 78 CHARACTERS
C 2 NEFT = NO. OF END-FAILURE TERMS (MAX = NBR)
C 3 LMB(I), I = 1 TO NEFT (NUMBER OF LIMBS FOR EACH
C END-FAILURE TERM)
C (MAX = LMB)
C 4- DATA FOR EACH LIMB
C DEPENDENCY LEVEL SYMBOL (INSIDE SINGLE QUOTES)
C MEDIAN HEP
C RATIO OF UPPER TO LOWER HEP BOUND
C THESE ARE STORED IN ARRAYS :
C DEP(I,J), FMED(I,J), UOL(I,J)
C WHERE I = END-FAILURE TERM AND J = LIMB OF EFT I
C (DATA FOR EACH LIMB IS ENTERED IN THE ORDER IN WHICH
C IT APPEARS IN THE HRA EVENT TREE)
C
C --- ANY NUMBER OF HRA EVENT TREES, CAN BE IN DATA FILE ---
C
C ARRAY DIMENSIONS:
C NBR = MAXIMUM NUMBER OF END-FAILURE TERMS (EFT)
C LMB = MAXIMUM NUMBER OF LIMBS/EFT
C
C ARRAYS (FOR EACH BRANCH):
C SMU2 = MU (LN PR [F(I)] STEP 2
C VAR2 = SIGMA**2 (LN PR [F(I)] STEP 2
C SMU3 = MU (PR [F(I)] STEP 3
C VAR3 = SIGMA**2 (PR [F(I)] STEP 3
C
C VARIABLES FOR END-FAILURE TERMS:
C SMU4 = SUMMATION OF SMU3
C VAR4 = SUMMATION OF VAR3
C SMU5 = MU (LN PR [F(T)] STEP 5
C VAR5 = SIGMA**2 (LN PR [F(T)] STEP 5
C FMEDN = MEDIAN PR [F(T)] STEP 6
C FLOWER = LOWER BOUND PR [F(T)] STEP 6
C UPPER = UPPER BOUND PR [F(T)] STEP 6
C
C IMPLICIT REAL=8 (A-H,O-Z)

C**************************************************************************
C NOTE *
C PARAMETER STATEMENT WILL HAVE TO BE CHANGED
C TO INCREASE NUMBER OF BRANCHES (END-FAILURE TERMS) *
C AND/OR NUMBER OF LIMBS PER BRANCH *
C**************************************************************************
```
Table B-4 Computer Program for Program UCBs-Propagation (p2/4)

```c

PARAMETER (NBR=10, LMB=10)

DIMENSION SW2(NBR), VAR2(NBR), SW3(NBR), VAR3(NBR)
DIMENSION LIMB(NBR), FMEO(NBR,LMB), UOL(NBR,LMB), F(NBR)

CHARACTER*2 DEP(NBR,LMB), IANS+l, EXTEND+4, HEADER+78
CHARACTER LSBNFILE, OFILE

DATA EXTEND / '.LIS' /

C
C ENTER INPUT FILENAME - A BLANK WILL TERMINATE
C FILENAME IS ASSUMED TO BE FILE TYPE "DAT"
C
10 WRITE (5,10000)
10000 FORMAT (1X,'DATA FILE NAME')
READ (E,'@)' ) NFILE
10 WRITE (6,10000)
IF (NFILE .Eq. ' ') STOP
CREATE NAME FOR OUTPUT FILE
IT WILL BE SAME AS INPUT FILE WITH FILE TYPE "LIS"
DO 20 I I =1, 47
IF (NFILE(I1:II) .Eq. * ') GOTO 30
IF (NFILE(I1:II) .Eq. '.') GOTO 30
II = 47
OFILE = NFILE(1:II-1)
CONTINUE
OFILE(II:II+3) = EXTEND
WRITE (6,10010) OFILE
OPEN (UNIT = 7, FILE = NFILE, STATUS = 'OLD')
FORMAT(/lX,'++++++YOUR OUTPUT IS IN FILE -',2X,A/) OPEN (WIT = 6; FILE = OFILE; STATUS = 'NEW'
PCARRIAGECONTROL = 'FORTRAN')
40 READ (7,FMT=' (A)' ,END=60) HEADER
C
READ NUMBER OF END-FAILURE TERMS (BRANCHES)
C
C DOES NUMBER OF END-FAILURE TERMS EXCEED DIMENSION ?
C
READ (7,* ) NEFT
10030 FORMAT(/' ERROR '/
3X,'NUMBER OF END-FAILURE EVENTS EXCEED MAXIMUM '/
STOP
END IF
C
READ NO OF LIMBS PER BRANCH -- THERE WILL BE NEFT VALUES
C
READ (7,* ) (LIMB(I), I = 1, NEFT)
```

C DOES NUMBER OF LIMBS PER BRANCH EXCEED DIMENSION?

MOST = LMB

I = 1
DO WHILE (I .LE. NEFT)
   IF (LIMB(I) .GT. MOST) THEN
      MOST = LIMB(I)
   ENDIF
   I = I + 1
END DO

IF (MOST .GT. LMB) THEN
   WRITE (6,10040) MOST
   10040 FORMAT (/' ERROR'/BX,'NO. OF LIMBS EXCEED MAXIMUM'/
   1 3X,'CHANGE LMB ON PARAMETER STATEMENT TO',IS/)
   STOP

READ DATA FOR EACH LIMB - THEY ARE IN THE ORDER THEY
APPEAR ON THE HRA EVENT TREE

FSUBT = 0.D0
I = 1
DO WHILE (I .LE. NEFT)
   LB = LIMB(I)
   F(I) = 1.D0
   J = 1
   DO WHILE (J .LE. LB)
      READ (7,*) DEP(I,J), FMED(I,J), UOL(1,J)
      F(I) = F(I) * FMED(I,J)
      J = J + 1
   END DO
   J = 1
   DO WHILE (J .LE. LB)
      IF (J .EQ. 1) WRITE (6,10060) I, F(1)
      WRITE (6,10000) I, J, DEP(I,J), FMED(I,J), UOL(1,J)
      J = J + 1
   10060 FORMAT(4X,I1,',',12,16X,6X,A2,1X,1PE13.2,0P,F12.1)
   END DO
   FSUBT = FSUBT + F(1)
   I = I + 1
END DO

IF (J .EQ. 1) WRITE (6,10050) I, F(I)
10050 FORMAT(9X,'F(',I2')= ',1PE10.3)

SMJP(1) = 0.D0
VARP(1) = 0.M
J = 1
DO WHILE (J .LE. LIMB(1))
   SMUP(1) = SMUP(1) + DLOC (FMED(1,J) )
   VARP(1) = VARP(1) + ( DLOG (UOL(1,J) ) )**2
   J = J + 1
END DO
VARP(1) = VAR2(I) / (3.2900 ** 2)
IF (I.EQ.1) WRITE (8,10080)
10080 FORMAT(/lX,'STEP 2'//2X,'END-FAILURE',3X,'W (LN PR [F(I)])',SX,
1 'SIGMA++2 (LN PR [F(I)]) '/ 6X, 'TERM' )
WRITE (6,10098) I, SMJ2(1), VARP(1)
10098 FORMAT(I8,3X, 1PE17.3 ,6X, 1PE17.3 )
I = I + 1
END DO

C COMBINE STEPS 3 AND 4

SMU4 = 0.D0
VAR4 = 0.D0
I = 1

DO WHILE (I .LE. NEFT)

SMU3(I) = DEXP (SMU2(I) + VAR2(I) / 2.D0 )
VAR3(I) = DEXP (VAR2(I) + 2.D0 *SMU2(I) * (DEXP(VAR2(I)) - 1.D0)

IF (I.EQ.1) WRITE (6,10100)

DO WILE (I .LE. NEFT)

VARB(1) = DEXP (VARP(1) + 2.D0 *SMU2(1)) *(DEXP(VARP(I)) - 1.D0)

FORMAT(/lX, 'STEP 3',//2X, 'END-FAILURE',3X, 'MU (PR [F(I)])',8X,
1
'SIGMA**2 (PR [F(I)])', 8X, 'TERM')

WRITE (6,10110 ) I, SMU3(1), VARB(1)

10100
1 'SICMA++2 (PR [F(I)]) ' /ex, 'TERM')

10110 FORMAT(I8,3X, 1PE17.3 ,6X, 1PE17.3 )

SMW = SMU4 + SMUB(1)
VAR4 = VAR4 + VAR3(I)
I=I+1
END DO

C WRITE (6,10120) SMU4, VAR4

10120 FORMAT(/lX, 'STEP 4',//2X, 'MU (PR [F(T)]) =',1PE13.3 ,
2 4X, 'SICMA**2 (PR [F(T)]) =',1PE13.3 )

C STEP 6

DENOM = 1.D0 + VAR4 / (SMU4 * SMU4)
SMUL = DLOG (SMU4 / DSQRT (DENOM) )
VAR6 = DLOG (DENOM)
WRITE (6,10130) SMUL, VARS

10130 FORMAT(/lX, 'STEP 6',//2X, 'MU (LN PR [F(T)])=,1PE13.3 ,
1 4X, 'SICMA**2 (LN PR [F(T)])=',1PE13.3 )

FMEDN = DEXP (SW6)
TEMP = 1.64600 * DSQRT (VARL)
FLOWER = DEXP (SMU6 - TEMP)
UPPER = DEXP (SMUS + TEMP)
UOM = UPPER / FMEDN
FMOL = FMEDN / FLOWER

C ROUND TO WHOLE NUMBER

KUOM = INT ( UOM + .ED0 )
KMDL = INT ( FMOL + .ED0 )

WRITE (6,10140) FMEDN, FLOWER, UPPER, UOM, KUOM, FMOL, KMOL

10140 FORMAT(/lX, 'STEP 6',//2X, 'MEDIAN =',1PE12.3 ,6X, 'LOWER =', E12.3, 
1 8X, 'UPPER/ELOWER =',E12.3 // 0P,2X, 'UPPER/MEDIAN =',F12.4, ' - ',I4, 
2 6X, 'MEDIAN/LOWER =',F12.4, ' ',14//)

GOTO 40

C ANOTHER FILE?

50 WRITE (5,*) 'ANOTHER FILE -? (ENTER Y/N)' 

READ (5,*) IANS

IF (IANS.EQ.'Y'.OR.IANS.EQ.'y') GOTO 10

C STOP

END
APPENDIX C. CORRECTIONS TO NUREG/CR-1278 AND NUREG/CR-2254

The ASEP HRA Procedure is based in large part on the final version of NUREG/CR-1278 (Swain and Guttmann, 1983) and refers to the human reliability analysis (HRA) methods described in the final version of NUREG/CR-2254 (Bell and Swain, 1983). Since the publication of these documents, several errors have been noted, and are listed in this appendix. Please notify A. D. Swain, 712 Sundown Place SE, Albuquerque, NM 87108, phone: (505) 265-0098 or 255-07003, of any other major errors.

The above two documents may be purchased from: U.S. Government Printing Office, PO Box 37082, Wash. DC 20013-7082, phone: (202) 275-2060. The prices, including mailing costs, for NUREG/CR-1278 are: $26.00 in the U.S.; $32.50 by surface mail outside the U.S.; and $37.50 by airmail outside the U.S. The prices, including mailing costs, for NUREG/CR-2254 are: $5.50 in the U.S.; $6.88 by surface mail outside the U.S.; and $11.88 by airmail outside the U.S.

Addendum #1 to NUREG/CR-1278, August 1983

Following are some corrections to the above document, listing the page (p) and paragraph (para) numbers. Understandable typos are excluded. Some updating of references is included. These changes were published by the U.S. Nuclear Regulatory Commission on September 1, 1985. Additional changes since that date are those on are indicated with a + sign.

<table>
<thead>
<tr>
<th>p, para #</th>
<th>Description of Corrections</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-14,5</td>
<td>Line 3: ... are doubled for step-by-step tasks and quintupled for dynamic tasks. However, this</td>
</tr>
<tr>
<td></td>
<td>Line 6: ... of human reliability, e.g., an additional factor of 2 increase in the estimated HEP. This is an</td>
</tr>
<tr>
<td></td>
<td>[For further explanation, see the change for p 17-7.]</td>
</tr>
<tr>
<td>3-35,5</td>
<td>Line 4: ...is generally correct, and is known as the Inverted-U Hypothesis or the Yerkes-Dobson Law (Welford, 1974; Fitts and Posner, 1967). This means ...</td>
</tr>
<tr>
<td>6-3,5</td>
<td>Line 7: Beare, Dorris et al, 1982, 1983). No ...</td>
</tr>
<tr>
<td>6-5,6</td>
<td>Line 6: (1984) under ...</td>
</tr>
<tr>
<td>7-15</td>
<td>Table 7-3, item (1)(a): .01 (EF=3, 5, or 10)</td>
</tr>
<tr>
<td></td>
<td>[This addition agrees with Table 7-2 which indicates conditions when any one of these EFs is relevant.]</td>
</tr>
<tr>
<td>11-8</td>
<td>Table 11-2 title, line 2: ... displays (or annunciated displays no longer annunciating) for ...</td>
</tr>
<tr>
<td>11-16</td>
<td>Table 11-4, item (7): The ** should be followed by the same &quot;cross&quot; footnote symbol used for item (8).</td>
</tr>
</tbody>
</table>
Table 11-13, add to last footnote: The Pr\[F_i\] column assumes that all of the ANNs (or completely dependent sets of ANNs) are equal in terms of the probability of being noticed. See page 11-52, paragraph 2, if this assumption does not hold.

Line 7: ... emergency operating procedures ...

Line 4 & 5: ... Wreathall (1981, p 104, and 1982), ...

Figure 12-3: The 3 lines in the figure should meet at the 1.0 Pr[F] rather than at the .9 HEP. Also, the 1 (e.g., HEP of 1.0) is incorrectly placed; it should be in the same relative position above the .9 HEP as is the .1 HEP above the .09 HEP. The Pr[F] values for the lower bound and median HEPs at 10 minutes are correct. The Pr[F] values for the upper bound HEP at 20 minutes should be 1.0.

Table 12-2: Change second footnote to read as follows: For points in between the times shown, use the medians and EFs from Figure 12-3 for the first event, and interpolate between the tables values for the second event.

Table 12-3: Add the following to the table:

Exception (addition to original table):

(4) Failure to perform an immediate emergency action for 0.01 5 the reactor vessel/containment critical parameters when (a) it can be judged to have been committed to memory, (b) it can be classified as skill-based actions, and (c) there is a backup written procedure

Table 12-4: Change the second footnote to read as follows: For points in between the time shown, use the medians and EFs from Figure 12-4 for the first event, and interpolate between the tabled values for the second and third events.

Table 12-4: The 3 lines in the figure should meet at the 1.0 Pr[F] rather than at the .9 HEP. Also, the 1 (e.g., HEP of 1.0) is incorrectly placed; it should be in the same relative position above the .9 HEP as is the .1 HEP above the .09 HEP. The Pr[F] values for the lower bound and median HEPs at 10 minutes are correct. The Pr[F] values for the upper bound HEP at 10 minutes should be 1.0.
Table 13-3: Items (2), (3), and (4) correctly pertain to the potential error, "Select wrong control on a panel from an array of similar-appearing controls." There should have been another item comparable to item (1) in Table 11-2 (p 11-8). In order not to change the item numbers in Table 13-3, insert the following item after item (1):

(1A) Select wrong control when it is Negligible dissimilar to adjacent controls

Footnote, line 3: ... multiplied by an additional factor of 2 because ...
[The intent of this change is to enable an analyst to apply the factor of 2 for step-by-step tasks or 5 for dynamic tasks, as discussed in paragraph 6 for "heavy task loading," and then to further increase the resultant HEP by an additional factor of 2 for the extra stressors listed in the footnote.]

Table 19-1, paragraph preceding item (5): remove the .5 5 opposite the first line in the paragraph

Table 19-1, item (6): Rising stem with or without a position indicator**
[This change is based on the conservative assumption that the checker will just look at the rising stem even when there is a position indicator.]

Figure 20-1 (pl of 3): Insert a "Screening Required?" hexagon in the No line following the "Abnormal Event?" hexagon. The YES and NO lines from the new hexagon go to the "Rule-Based Actions?" hexagon. Insert a "Decide on Screening Rules" box in the YES line.
[This change is necessary because many PRAs require some form of screening for pre-accident situations.]

Figure 20-1 (p2 of 3), "Other PSFs" box: Other PSFs (see text, especially pp 3-14, -17,- 19,- 72, and 17-7)

Item (2), line 7: ... Assume YES. (Note: Screening may also be required for non-abnormal tasks, as shown in the NO path following the ABNORMAL EVENT? hexagon.)

Table 20-1: See change for p 12-15.

Table 20-2: See change for p 12-17.

Table 20-3: See change for p 12-19.

Table 20-9 title, line 2: ... displays (or annunciated displays no longer annunciating) ...

Table 20-11, item (7): The ** should be followed by the same "cross" footnote symbol used for item (8).
Table 20-12: Items (2), (3), and (4) correctly pertain to the potential error, "Select wrong control on a panel from an array of similar-appearing controls." There should have been another item comparable to item (1) in Table 20-9 (p 20-25). In order not to change the item numbers in Table 20-12, insert the following item after item (1):

(1A) Select wrong control when it is Negligible dissimilar to adjacent controls

Table 20-21, item (1)(a): .01 (EF=3, 5, or 10)
[This addition agrees with Table 20-20 which indicates conditions when any one of these EFs is relevant.]

Table 20-22, paragraph preceding item (5): remove the .5 5 opposite the first line in the paragraph

Item (6) in Table 20-22: Rising stem with or without a position indicator**
[This change is based on the conservative assumption that the checker will just look at the rising stem even when there is a position indicator.]

Table 20-23, add to last footnote: The $Pr[F_i]$ column assumes that all of the ANNs (or completely dependent sets of ANNs) are equal in terms of the probability of being noticed. See page 11-52, paragraph 2, if this assumption does not hold.

See change for p 20-3.

See change for p 20-4.


Step 5, the numerator in the first equality: $\mu Pr[F_T]$
[The $\mu$ was left out.]


9th reference, line 3: ... New York: Plenum Press, 1984

9th reference, line 4: ... and M. W. McCann, Review and Evaluation of the Zion Probabilistic Safety Study, Sandia National Laboratories, ... DC, January 1984.

6th reference, line 1: ... Kozinsky, D. S. Crowe, ...

2nd & 3rd references: Add "Inc." after "Human Performance Technologies,"

4th reference, line 3: ... and D. M. Kunsman, ...


4th reference, line 1: ... Comments on Draft NUREG/CR-1278, ...
line 2: ... NM, May 1985.

10th reference, line 2: Vols 1 and 2, ...

4th reference, line 2: Society and the Institute ...

8th reference, line 3: Nuclear Safety, ...

4th reference, lines 3 & 4: ...Laboratory, NUREG/CR-3114, U.S.

6th reference, line 5: DC, August 1983.

6th reference, line 2: ... Equipment, D&A-TR-60-36F, ...


3rd definition, line 1: ... part of diagnosis: ...
line 2: ... alternative diagnoses, ... [remove underlining]

7th definition, line 2: ... identify those systems ...

14th definition, line 2: ... level in Tank A ...

10th definition, line 1 etc: ... of human error on all of the tasks
in the complete-failure path.

11th definition, line 1 etc: ... of no human errors on all of the tasks in the complete success path.
Addendum #1 to NUREG/CR-2254, May 1983

Following are some corrections to the above document, listing the page (p) and place on the page to be corrected.

p 21, Step D.2, next-to-last line: Change values to valves

p A-18, column labeled 6. Table No. & Item No.: Change 20-8, #1 to 20-8, #1a

p A-18, column labeled 7. Tabled HEP and UCBs: Change .01 (.003 to .03) to .01 (.002 to .05)

p A-20, line 2: Change .014 to .06

p A-44, failure limb labeled B in the figure: Change 0.1 to .01

p A-52, line 2: Change 10 to 10^5

pp A-54, A-55: When we revised NUREG/CR-2254 to its May 1983 version, we forgot to change failure limbs A and H. For A, the present document incorrectly refers to T20-8, the table for oral instructions. Using the search scheme (Ch. 20 in NUREG/CR-1278), for omission errors and assuming written materials, we should consider errors in preparation of written materials (T20-5 from NUREG/CR-1278), implementation of administrative control (T20-6), and use of written procedures (T20-7). Since the problem assumes a Level 1 tagging system (T20-15), it is likely that there are sufficient checks on the accuracy of a restoration procedure and that errors in the procedure itself can be presumed to be negligible. To further simplify the problem, we assume that written procedures are used (rather than relying on memory) and that the restoration tasks are performed. Therefore, only T20-7 is relevant to the problem. Assuming no more than 10 valves must be restored and that the restoration procedure does not incorporate a checklist, item #3 in T20-7 is relevant. The nominal HEP is .003, but since Level 1 tagging is used, Item #1 in T20-15 shows that we should use the lower bound for the .003, i.e., .001. So we are back to the original .001 in the problem.

For failure limb H, the wrong HEP and source are used. Using T-20-11, #8, the HEP is negligible (ε = epsilon, the usual PRA abbreviation for "negligible"). This change would obviously reduce the F_T in Figure A-22 to <10^-5 (usually stated as <1E-5 in PRAs).
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This document presents a shortened version of the procedure, models, and data for human reliability analysis (HRA) which are presented in the Handbook of Human Reliability Analysis With Emphasis on Nuclear Power Plant Applications (NUREG/CR-1278, August 1983). This shortened version was prepared and tried out as part of the Accident Sequence Evaluation Program (ASEP) funded by the U.S. Nuclear Regulatory Commission and managed by Sandia National Laboratories. The intent of this new HRA procedure, called the "ASEP HRA Procedure," is to enable systems analysts, with minimal support from experts in human reliability analysis, to make estimates of the human error probabilities and other human performance characteristics that are sufficiently accurate for many probabilistic risk assessments. The ASEP HRA Procedure consists of a Pre-Accident Screening HRA, a Pre-Accident Nominal HRA, a Post-Accident Screening HRA, and a Post-Accident Nominal HRA. The procedure in this document includes changes made after tryout and evaluation of the procedure in four nuclear power plants by four different systems analysts and related personnel, including human reliability specialists. The changes consist of some additional explanatory material (including examples), and more detailed definitions of some of the terms.