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FOREWORD

1. This handbook is appved for use by all Departments and Agencies of the Department of
Defense (DoD).

2. Reliability growth management procedures have been developmgrove the reliability of
DoD weapon systems. Reliability growtdthniques enablgcquisition personhéo plan,

evaluate and control the reliability of a system during its development stage. The reliability
growth concepts and methodologies presented in this handbook have evolved ovefahe last
decades by actual applications to Army, Navy and Air &gxstems. Through these
applicationsreliability growth management technology has been developed to the point where
considerable payoffs isystem reliability improvement and cost reductian be achieved.

3. This handbook provides procuring actieg and development contractors with an
understanding of the concepts and principles of reliability growth, advantages of managing
reliability growth, and guidelines and procedures to be used in managing reliability growth. It
should be noted that thisi@book is not intended to serve as a reliability growth plan to be
applied to a program without any tailoring. This handbook, when used in conjunction with
knowledge of the system and its development program, will allow the development of a
reliability growth management plan that will aid in developing a final system that meets its
reliability requirements and lowers the life cycle cost of the fielded systems.

4. Because of the brevity of the handbook, detailed development of underlying theory and
estimation procedures are not providddore extensive details may be found in the literature
cited

5. Comments, suggestions, or questions on this document should be addressed to the U.S. Army
Materiel System Analysis Activity (AMSAA), ATN: RDAM-LR ,

392 Hopkins Road Aberdeen Proving Ground MD, 216031, or emailed to
amsaa.reltools@us.army.mince contact information can changey should verify the

currency of the information above using ASSIST Online database at
https://assist.daps.dla.mil/online/
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1. SCOPE.

1.1  Purpose

This guide provides an understanding of the concepts and principles of ttgligiailvth

Guidelines and procedures to be used in managing reliability gemethlso presented his

guide is not intended to serve as a reliability growth plan to be applied to a program without any
tailoring. When used in conjunction with knowledggthe system and itscquisitionprogram,

it will allow for the development of a reliability growth management planrésafltsin a final

system that meets its regeinents and lowers the life cycle cesif the fielded system.

1.2  Application.
This guide is intended for use on systems/equipment diinedevelopment phase by both
producer angonsumepersonnel.

2. APPLICABLE DOCUMENTS.

2.1 General.
The documents listed below are not necessarily all of the documents referenced herein, but are
those neded to understand the information provided by this handbook.

2.2  Government Documents.

The following Government documents, drawings, and publications form a part of this document
to the extent specified herein. Unless otherwise specified, the isshes®diocuments are

those cited in the solicitation or contract.

DOD Guide for Achieving Reliability, Availability, and
Maintainability, August 3, 2005.

2.3  Non-Government publications.
The following documents form a part of this docunterthe extehspecified herein.
GEIA-STDO0009,Ai Rel i abi l ity Prog

0

m Standard for
Manufacturing, 0 August 0

r ra
1, 2008.

IEEE Std 13321998 "IEEE standard reliability program for the development and
production of electronic systemsdequipment,” 1998.
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3. DEFINITIONS.

3.1 Reliability.

Reliability is the probability that an item will perform its intended function for a specified period
of time under the conditions stated in the Operational Mademary/Mission Profile

(OMS/MP).

3.2  Operational Mode Summary/Mission Profile

An OMS/MP projects the anticipated mix of ways a system will be isseghch momenbf

time to includebothpeacetime and wartime. It also includes the percentage of time the system
will be exposed to each type efivironmental condition and movement terrain.

3.3  Reliability Growth .

Reliability growth is the positive improvement in a reliability parameter over a period of time
due to implementation of corrective actions to system design, opesatiszintenance
procedures, or the associated manufacturing process.

3.4  Reliability Growth Management.

Reliability growth management is the management process associated with planning for
reliability achievement as a function of time and other resources, and controllmgibiag

rate of achievement by reallocation of resources based on comparisons between planned and
assessed reliability values.

3.5 Repair.
A repair is the refurbishment of a failed part or replacement of a failed part with an identical unit
in order to retore the system to be fully mission capable.

3.5.1 Fix.

A fix is a corrective action that results in a change to the design, operation and maintenance
procedures, or to the manufacturing process of the item for the purpose of improving its
reliability.

3.5.2 Failure Mode.

A failure mode is the failure mechanism associated with a potential or observed failure. Failures
due to an individual failure mode may exhibit a given failure rate until a corrective action

(termed a fix) is made in the design, operatroajntenance, or manufacturing process that
mitigates the failure mechanism.

3.5.2.1A-mode.
An A-mode is a failure mode that will not be addressed via corrective action.

3.5.2.2B-mode.

A B-mode is a failure mode that will be addressed via corrective actioncaDtien is that a B
mode failure corrective action developed and implemented during the test program may not be
fully compliant with the planned production mod&uch corrective actions are typically
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referred to as interim, shetérm or nortactical fixes. While such fixes may appear to improve
the reliability in test, the final productidne. longterm or tacticalfix would need to be tested
to assure adequacy of the corrective action.

3.6  Fix Effectiveness Factor(FEF).
A FEF is a fraction represting the reduction in an individual initial mode failure rate due to
implementation of a corrective action.

3.7  Growth Potential (GP).
The GP is a theoretical upper limit on reliability which corresponds to the reliability that would
result if all Bmodeswere surfaced and fixed with the realized failure mode FEF values.

3.8 Management Strategy (MS).

MS is the fraction of the initial system failure intengitgte of occurrence of failuredpe to
failure modes that would receive corrective action ifaetl during the developmental test
program.

3.9 Growth Rate.

A growth rate is the negative of the slope of the graph of the cumulative failure rate versus the
cumulative test duration for an individual system plotted ofldggscale. This quantity is a

me ric that reflects the rate at which the sys
implementation of corrective actions. A growth rate between (0,1) implies improvement in

reliability, a growth rate of O implies no growth, and a growth rate less@hmplies reliability

decay. This concept of growth rate only pertains to growth models that assume a linear

relationship between the expected cumulative failure rate and the cumulative test duration when
plotted on a logog scale.

3.10 PoissonProcess.

A Poisson process is a counting process for the number of eMéntshat occur during the
interval [0f] wheret is a measure of tim@he counting process is required to have the
following properties: (1) the number of ente in noroverlapping intervals are stochastically

independent; (2) the probability that exactly one event occurs in the inteivial equals
/, 01D of t) where/,is a positive constant, which megpend on, ando(Dt) denotes an

expression o¥t > 0 that becomes negligible in size comparegtt@s ot approaches zero; and
(3) the probability that more than@®vent occurs in an interval of length equalso(Dt) . The
above three properties can be shown to implyN{gthas a Poisson distribution with mean

t
equalto pY .ds, provided/ is an intgrable function of.
(0]

3.10.1 Homogeneous Poisson Proce@dPP).
A HPP is a Poisson process such that the rate of occurrence of events is a constant with respect
to timet.

3.10.2 Non-HomogeneoudPoisson Process (NHPP)
A NHPP is a Poisson process with a fmamstant recurrence rate with respect to time

3
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3.11 Idealized Growth Curve.
An Idealized Growth Curve is a planned growth curve that consists of a single smooth curve
portraying the expeatkoverall reliability growth pattern across test phases.

3.12 Planned Growth Curve.

A Planned Growth Curve is a plot of the anticipated system reliability versus test duration during
the development program. The Planned Growth Curve is constructed asebypiphase basis

and as such, may consist of more than one growth curve.

3.13 Reliability Growth Tracking Curve.
A reliability growth tracking curve is a plot of a statistical representation of system reliability
consistent with the test data used taayrdemonstrated reliability versus test duration.

3.14 Reliability Growth Projection.

Reliability growth projection is an assessment of reliability tdaatbe anticipatedat some future
point in the development program. The rate of improvement abikdy is determined by (1)

the ongoing rate at which nevailure modes are surfaced, (2) the effectiveness and timeliness of
thecorrective actionsand (3) the set of failure modes that are addressedrbsctive actions

3.15 Exit Criterion (Milestone Threshold).

An Exit Criterion is the reliability value that needs to be exceeded in order to enter the next test
phaseThreshold values are computed at particular points in time, referred to as milestones or
major decision points, which may be spefin terms of cumulative hours, miles, etc.
Specifically, a threshold value is a reliability value that corresponds to a particular percentile
point of an order distribution of reliability values. A reliability point estimate based on test
failure datathat falls at or below a threshold value (in the rejection region) indicates that the
achieved reliability is statistically not in conformance with the idealized growth curve.

3.16 Notations.
Symbols used in formulas within this document include the follgwi
3.17
ki total number of potentid-modes
mTi number of surfaceB-modes
T total duration of a developmental test
N(t) T number of failures byimet
} (1) T expectedailure intensityby time t
t1 1 length of the initial test phase
M1 1T averagenitial MTBF overinitial test phase
Mgi goal MTBF
Ui growth rate
Ui 1 average failure rate for test phase
MSTi management strategy
sd'l' average fix effectivenss

M(t) i number ofB-modes surfaced by time t
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e(t) 1 expected value d¥i(t)

ex(t) T €(t) based on assumption of k initiatrBodes
Su(t) - system failure intensity for unsurfaced modes
s(t) - system failure intensity, after mode mitigation
Ni T number of failures for failure mode i

N T the total number of failures (for allodes)
a1 initial system failure intensity
¥ true but unknown initial failure rate for mode i

a- standard estimate of

& - the Stein estimate @&
ds- true but unknown Stein shrinkage factor

h(t) - expected rate of occurremof newB-modes at time t
hi(t) - h(t) based on assumption of k initiatBodes

d; - true but unknown fix effectiveness for mode i

1 k(t) - approximation of (t)

MTBHt) - MTBF at time t

MTBFR(t) - MTBF(t) basedon assumption of k initial Bnodes

4. INTRODUCTION.

This handbook provides an abbreviated synopsis on methodology and concepts to assist in
reliability growth planning and a structured approach for reliability growth assessments.

41  Why.

Reliability growth management procedures were developed to help guide the materiel acquisition
process for new military systems. Generally, these systems require new technologies and
represent a challenge to the state of the art. Striving to meet these requireprestnts a

significant portion of the entire acquisition process and, as a result, the setting of priorities and
the allocation and reallocation of resources such as funds, manpower and time are often
formidable management tasks.

4.2  What.

Reliability growth management procedures are useful for determining priorities and allocating
resources. These techniques will enable the manager to plan, evaluate and control the reliability
of a system during its development stage. The reliability growth congepteethodologies
presented in this guide have evolved through actual applications to Army, Navy and Air Force
systems.

4.3 Layout.

This guide is written as an overview for both the manager and the analyst. The fundamental
concepts are covered in sectibrwith only the bare essential details regarding the
implementation of these concepts discussed in sections 2 and 3.

5
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4.4  Reliability Growth Planning.

Reliability growth planning addresses program schedules, amount of testing, resources ,available
andthe realism of the test program in achieving the requirements. The planning is quantified
and reflected in the construction of a reliability growtanningcurve and the necessary

supporting reliability activities. This curve establishes interim reiiglgoals throughout the
program.

4.5 Reliability Growth Assessment.

To achieve reliability goals, it is essential that periodic assessments of reliability be made during
the test program (usually at the end of a test phase) and compared to the @lkaimety r

growth values.

4.6  Managing Reliability Growth.

4.6.1 Commitment and Involvement.

The essence of reliability growth management is commitment and involvement in all aspects of
planning, evaluating, and controlling the reliability growth effort. Mgamaent controls the
resourcesand therefore directly affects the reliability growth effort. Of significant importance is
the need for management to adequately resource reliability improvem&ohup

4.6.2 Controlling Reliability Growth.

Assessmentsrpvide visibility of achievements and focus on deficiencies while there is still time
to affect the system design. By making appropriate decisions with regard to the timely
incorporation of effective fixes into the systetcommensurate with attaining th@lestones and
requirements, management can control the growth process.

4.6.3 Management's Role.
The various techniques associated with reliability growth management do not, in themselves,
manage. The planned growth curve and milestones are only taRgdieshility will grow to
these values only with the incorporation of an adequate number of effieatisato the system.
This requires dedicated management attention to reliability growth. In addition to how
appropriatelythe system is tested, theme at least four planning elements under management
control including:
a) Management StrategiS, or the fraction of system initial failure rate addressed by
corrective actions
b) Rate at which failure modes are surfgced
c) Turnaround time for analyzing amiplementing corrective actionand
d) Fix Effectiveness FactpFEF, or thefractionreduction in the rate of occurrence of
modesafter corrective actian

High level management of reliability growth decisions in the following areas may be necessary
in order to ensure that reliability goals are achieved:

a) Revise the program schedule;

b) Increase testing;

¢) Fund additional development efforts;
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d) Add or reallocate program resourcasg
e) Stop the program until interim reliability goals have been demonstrated.

4.7  Basic Reliability Activities.

Reliability growth management is part of the system engineering pracgsioes not take the
place of the other basic reliability program management structure and agtsuitbsas:
Reliability Engineering

Apportionment

Failure ModesandEffectsandCriticality Analysis (FMECA)

Stress analysis

Laboratory component level testing

Highly Accelerated Life Testing (HALT)

Highly Accelerated Stress Testing (HASS)

Environmental Stress Screening (ESS)

Physics of Failure (PoF)

Critical ltems List/Analysis

Software reliability assessment

Failure Reporting and Corrective Action System (FRACAS)

Fault Tree Analysis (FTA)

Data collection and test monitoring

Scoring and Assessment of RAM data

=4 =2 =-0_-0_9_9_95_45_42_29_2_2_2-_-2._>-2-

4.8 Benefits of Reliability Growth Management.
The following benefits can be realized by the utilization of reliability growth management

4.8.1 Finding Unforeseen Deficiencies.

The initial prototypes for a complex system with major technological advances will invariably

have significant reliability and perfiorance deficiencies thaannotbe foreseen in the early

design stage Thisisalsotrueorpr ot ot ypes that are Asimplyo th
systems.

4.8.2 Designingin Improvement through Surfaced Problems.

Even if some potential problems camforeseen, their significance might not. Prototypes are
subjected to a development testing program to sutfeeggroblems that drive the rate of

occurrence of failures (failure intensity) so that the necessary improvements in system design can
be made.The ultimate goal of the development test program is to meet the system reliability and
performance requirements.

4.8.3 Reducing the Risks Associated withFinal Demonstration. Experience has shown that

in many casegprograms that relgolelyon a final demostration to determine compliance with
the reliability requirements do not achieve the reliability objectyresnthe allocated resources.
Emphasis on reliabilitperformance prior to the final demonstration using quantitative reliability
growth could sbstantially increase the chance of passing a final demonstraticowldeven
replace a final demonstration.
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4.8.4 Increasing the Probability of Meeting Objectives.

This can be achieved by setting interim reliability goals to be met during the develdpstiet
program ananakingthe necessary allocation and reallocation of resources to attain these goals.
A comprehensive approach to reliability growth management throughout the development
program organizes this process.

4.9 Reliability Growth Process.

4.9.1 Basic Process.
Reliability growth is the result of an iterative design process. As the design matures, it is
investigated to identify actual or potential sources of failures. Further design effort is then spent
on these problem areas. The design etfantbe applied to either product design or
manufacturing process design. The iterative process can be visualized as a simple feedback loop
asshownin Figure 1. This illustrates that there are four essential elements involved in achieving
reliability growth:

a) Failure mode discovery;

b) Feedback of problems identified;

c) Failuremoderoot causeanalysisandproposectorrective actionand

d) Approval and implementation of proposeairective action

Identified Problems

L (Re) Design R Detection of J

Failure Sources

FIGURE 1. Reliability Growth F eedback Model.

Furthermore, if failure sources are detected by testing, another element is necessary:

e) Fabrication of hardware.
Following redesign, detection of failure sources servegefcationof theredesign effort.This
is shown in Figure 2.

Identified Problera

Detection of J
Failure Sources

L (Re) Design

v

PrototypetSystem
Development

(Testing)

|

FIGURE 2. Reliability Growth Feedback Model
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4.9.2 Classifying theFailure Modes.

When a system is tested and failure mate®bserved, management can make one of two
decisionseither not fix the failure mode or fix tHailure mode Therefore, th&lanagement
Strategy (MS) places failure modes into two catego#emodes and Bnodes. A-modes will
not have corrective action takdar examplef failure modesareassociated with commercial
off-the-shelf (COTS) or legacyystems. Bnodes on the other handvill be addressed via
corrective action.Note that dailure mode may be initially classified as Aamode,but
subsequent conditions may changagusingnanagement to reclassifyas a Bmodeand address
it via corrective action

4.9.3 Decreasing theFailure Rate.

Growth is achieved by decreasing the failure r&mce Amodes will not be addressed via

corrective action e failure rate for Anodeswill not change Thus only the Bmodecorrective

actionscan acomplish growth.However, acorrective actiorthat isdeveloped and implemented
foraBmodewilr ar el y totally el i miAnardsdt, atmetecismstal e 6 s f a
determinghe fraction decrease in a mé@dtailure rate after correctivactionimplementation

known as the fix effectiveessfactor (FEF) FEFs vary according to the commodity or technical

area. Note that ifraFEFis 0.70, on averagéhenthe failure rate remaining would be 0.@0 1

i FEF)of the initial mode failure ta.

4.9.4 Attaining the Requirement.

An important question is: Can the requirement be attained with the plMarehement
Strategy andrix Effectivenesdactof? In part, this can bensweredy consideringhe growth
potential (GP)which is the maximum relbility that can be attained with the system design,
MS, and FEF.Thisupper limit on reliability which may neveactuallybe achieved in practice,
is attained when all Bnodesarefound and theicorrective actionareincorporated into the
systemwith the specified FEF

4.9.5 Factors Influencing the Growth Rate.
The rate at which reliability grows depends on how rapidly failure mode discovery, failure
analysis, fabrication of systems, and retesting/verificai@ecomplished. That is, the rate at
which a systemdés reliability is improved is a f
a) The rate at which failure modes are surfaced during testing;
b) The turnaround time associated with analyzing/implememtmgective actions
i.  Time associated with performing root cause analysis
ii.  Time assciated with the corrective action review and approval process
iii.  Time associated with physical implementation of appragecective actions
c) The fraction of initial failure rate addressed dorrective actions MS; and
d) The fraction by whichthefailure rateof fixed modes is reduced~EF.

4.10 Reliability Growth Management Control Processes.

There are two basic ways to evaluate the reliability growth précassessment and monitoring
Theassessment approaishto quantitativelyassesshe current reliaitity based on information
from the detection of failure sourceghis approach is results orientethe monitoringapproach

is to monitor activities in the process to assure that they are being accomplished in a timely
manner and that the level of effamd quality of work are in compliance with the program plan.
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The monitoring approach is activities oriented and is used to supplement the assessments. In the
early stages of a program, the monitoring approach may be relied on entirely due to the lack of
sufficient objective informationEach of these methods complements the other in controlling the
growth process.

Figures 3 and 4 illustrate tlassessment and monitoringanagement processesspectivelyin
a skeleton form. The representation obatual program or program phase may be considerably
more detailed.

Identified Problems

> : Detection of
Re) Design .
B (Re) g — »| Failure Sources <
N (Testing)
Fabrication of g
Prototyped System [ >
Data
\ 4
Planned Reliability Assessment of
Reliability
Estimates Projections
v v v
Decisions

FIGURE 3. Reliability Growth Management Model (Assessment
Approach).
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o N N N RN N R NN R RN NN R NN R RN NN RN MR RN NN RN
------

Identified Problems

(Re) Design ,| Detection of
Prototypes Failure Sources

..................................................................
o

Activities Reliability
Monitoring Program Plan

| |

Decisions

FIGURE 4. Reliability Growth Management Model (Monitoring
Approach).

4.10.1 AssessmenApproach.

Figure 3 illustrates how assessments may be teseahtrolthe growth process. Reliability

growth management differs froconventional reliability program management in two major
ways. First, there is a more objectively developed growth standard against which assessments
are compared. Second, the assessment methods used can provide more accurate evaluations of
the reliablity of the current systenconfiguration. A comparison between the assessment and the
planned value will suggest whether the program is progressing as planned. If the progress is
falling short, new strategies should be developed. These strategiesvolag the reassignment

of resources to work on identified problem areamfustment of thechedulepr a reexamination

of the validity of the requirement. Figubéllustrates an example of both the planned reliability
growth and assessments.

Planned Growth - - - -
Assessed Growth
Reliability |  gmmmmm===———=
e
‘l"
} }
Test Phase 1 Test Phase 2 Test Phase 3

FIGURE 5. Example of Planned Growth and Assessments.

11
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4.10.2 Monitoring Approach.

Figure4 illustrateshow monitoringgrowth activitiesmay be usetb controlthe growth process.
This activity is a valuable complement to reliability asses#s for a comprehensive approach
to reliability growth management. Standards for level of effort and quality of work
accomplishment must, of necessity, rely heavily on the technical judgment of the evaluator.
Monitoring is intended to assure that tléivaties have been performed within schedule and
meet appropriate standards of engineering practice. It is not intended to-gaesadhe
designer, e.g., redo his stress calculatiohgiood exampl@f a monitoring activity is the design
review, whichis a planned monitoring of a product design to assure that it will meet the
performance requirements during operational use. Such reviews of the design effort serve to
determine the progress being made in achieving the design objectives. Perhaps the mos
significant aspect of the design review is its emphasis on technical judgment, in addition to
guantitative assessments of progress.

4.11 Factors Influencing the Growth Curve6 Shape.

Such things as the current stage of the development program, the testgmase, the system
configuration under test, the timing adrrective actionsand the units of measure for test
duration all influence the growth curveds sha

4.11.1 Stages of the Development Program.

Generally, any system development program igldiy into stageswith different objectives for

each stage. The names and objectives for each stage in a given development program need not
be the ones given here. These stages are given as representative of a typical development
program

a) Proposal Wha are the requirements, can they be met, and if so, how and at what
estimated cost?

b) Conceptual Experimental prototypes may bear little resemblance to the actual system.
They are for proebf-principle.

c) Validation Prototypes are built and tested toiaglk the performance and reliability
objectives for the system.

d) Engineering and Manufacturing Development (EMBystemsarebuilt as though they
arein productionandare tested to work out final design details and manufacturing
procedures.

Quantitative reliability growth management can be used duriny/tilelation andEMD stages
of the program. The different nature of the tesbogurringduringthese stages may differ
enough to cause different rates of growth to ocdime amount of difference Widetermineif
they may be treated as part of te&ability growth planningcurve.

4.11.2 Test Phases.

During the Validation and EMBtagesit is likely that testing will be broken up into alternating

time periods of active testinfpllowed bycorrectve action periods (CAd. Each period of

active testing can be viewed as a testing phase. Safety related failure modes and failure modes
that are readily understood and easily mitigated may be incorporated into the system during a test
phase. Thus relidiily growth may occur during a test phaddowever, the most significant

12
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growthwill occur due to groups of failure modes that are scheduled for implementation in the
CAP at the conclusion of a test phase. Within a development &tegiékely that oher types of
testing will beoccurring(e.g., performance testing). If these other tests follow the intended
OMS/MP well enough, and dorrective actionare made on the basis of these tests, then the
information gathered may be incorporated into thialoéity growth test database. These would
then contribute to the reliability growth testing phases. Due to thes@A®to be expected that
the reliability will grow from one phase to the next. The reliability growth planning curve
should reflect tts.

4.11.3 Test Phase Reliability Growth.

Based on the activities and objectives of the program, the reliability growth plan shocédendi

for each test phase the levels of reliability that are expected to be achieved, whether reliability is
constant or gneing, the objective at the end of ttestphase, and whetheorrective actionare
delayed or incorporated in the test phase. There are three responses that can be made to each
identified failure mode:

a. Incorporate aorrective actiomuring the tesphase;
b. Incorporate aorrective actiorafterthe test phase; or
C. Incorporate ncorrective action

Figure6 illustrates the effect of deferrirgprrective actiorirom the test phase to@AP. As
morecorrective actions ameferred, theffectiveness is reducetlie tothe inability to detect
ineffectivecorrective actionand newly introduced failure modeshus some allowance should
be made for the lesseffectiveness of delayembrrective action It is especially important to
schedle adequate calendar time for the CAP at the end of the test phase. The calendar time
must be of sufficient duration to accommodate the expected number of detayede® whose
fixes are scheduled to be implemented during the CAP.

Test Phase 1 CAP Test Phase 2
> >| € >

= a4

~ 7

: /"/ //

2 — /'/-’ /

A /
e /
Calendar Time

All corrective actions implemented during test phase, None during CAP

— = . Some * « o« Some during CAP
o= == No & & + & “ < All during CAP

FIGURE 6. Effect of Deferring Corrective Action.
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When working in terms of test time, a distinct effostolving one or more corrective actions
will be shown as a vertical jumpt must be recognized, however, that a certain amount of
calendatime is required to achieve the jumphis calendar timecovering test time and
calendar time focorrective actiorio configuration 1may be completely distinct from the

calendar time used for testing, as

illustrated in Figur€ime constraintsnayrequire that at

least some of thealendatime is concurrent with the previous test phase, as illustratéidume
8. Overlappingcorrective actiorand test in this fashiomayyield a less effectiveorrective
action since it is started somewhatmaturely. The jump in MTBF due to the fixes
implemented during the CAP will typically be largely determined by the collective&e
failure intensity addressed and the average FEF realized during the CAP.

Test Phase 1

MTBF

\

CAP Test Phase 2

—

. o
| - = Calendar Time _.--—
I - — — —

Test Time

FIGURE 7. Calendar Time Accounting for Test Time and Time Required

for Corrective Action
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Test Phase 1

CAP | Test Phase?

MTBF

Calendar Time

Test Time
FIGURE 8. Calendar Time Accounting for Only Test Time

4.11.4 System Configuration.

In an absolute sense, any change to the design of a fgsterhadware, software, training

procedures, maintenance proceduoesistitutes a new configuration. For our purposes, a

specific desigwill be termeda new configuration if there has been one significant design

change or enougbmallerdesign changethat cage an obviously different failure rate for the

system. Itis possible that two or more testing phases could be grouped together for analysis
based on the configuration tested in these phases being substantially unchanged. It is also
possible that one digs change is so effective at increasing reliability that a new configuration

could occur within a test phase. System configuration decisions can also be made on the basis of
engineering judgment.

4.11.5 Timing of Fixes.
Fixes are intended to reduce th&erat which the system fails. Repairs make no change in
system failure rate. The time of insertion of a fix affects the pattern of reliability growth.

4.11.5.1 Test-Fix-Test.

In a pure testix-test program, when a failure is observed, testing stops wtitective action

is implemented on the system under test. When the testing resumes, it is with a system that has
incrementally better reliability. The graph of reliability for this testing strategy is a series of

small increasing steps, with each sséqetching out longer to represent a longer time between
failures. Such a graph can be approximated by a smooth esrskown irFigure9.
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Reliability

Measure of Test Duration
FIGURE 9. Graph of Reliability in a Test-Fix-Test Phase

A pure tesffix -test progam is impractical in most situations. Testing is likely to continue with a
repair, and the fix will be implemented later. Nevertheless, if fixes are inserted in the test phase
on a norinstantaneous basis bag soon as possible while testing is stiigeeding, the stair

step like reliability increases and the shape of the approximating curve will be similar, but rise at
a slower rate. This is due to the reliability remaining at the same level that it was at when the
failure happened until the fix inserted. Thus the steps will all be of longer length, but the same
height. Continuing to test after the fix is inserted will serve to verifetfeetivenessf the

corrective action

4.11.5.2 Test-Find-Test.

During a tesfind-test programthe system isested to determine failure modes. However,

unlike the tesfix-test program, fixes are not incorporated into the system during the test.

Rather, the fixes are all inserted into the system at the end of the test phase and before the next
testing period.Since a large number of fixes will generally be incorporated into the system at the
same time, there is usually a significant jump in system reliability at the end of the test phase.
The fixes incorporated into the system between test phases arededdigeld fixes. See Figure

10.

Jump dueto

o nsertion of
Reliability delayed fixes

Measure of Test Duration
FIGURE 10. Graph of Reliability in a Test-Find-Test Program.
4.11.5.3 Test-Fix-Test with Delayed Fixes.
The test program commonly used in development testing employs a combinatioprefvibas

two types of fix insertions. That is, some fixes are incorporated into the system during, the test
while other fixes are delayed until the end of the test phase. Consequently, the system reliability

16



MIL -HDBK-189C

will generally be seen as a smooth process during sh@hase and then jump due to the
insertion of the delayed fixes. See Figlife

Jurnp dueto .
insertion of
delaved fixes

Reliability /

Measure of Test Duration

FIGURE 11 Graph of Reliability in a Test-Fix-Test Program with Delayed Fixes.

4.11.5.4 Example of Possible Growth Patterns Resulting from Varying th&iming of

Fixes
In order to reach the goal reliability, the developmntesting program will usually consist of
several major test phases. Within each test phiasdix insertion may be carried out in any one
of the three ways discussed above.aAsxample, suppose that testimgreconducted during
theValidation andEMD stages of the program. Each stage would have at least one test phase,
implying a minimum of two test phases for the programthis case, there would be=39
general waysor the reliabilityto grow during the development teSiee Figurd 2. Note that a
development stage may consist of more than one distinct test phase. For example, testing may be
stopped at several points duritigg EMD stage to allow for CAPs, during whidelayed fixes
are incorporated into the system. In such a case, testing would be comprised of a sequence of
test phases, with eatést phasseparated by a CAP.

17
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12.1 R 12.2 o 12.3
- ~ /—
Phase 1 Phase 2 Phase]l Phase:z Phase I  Phase .
12.4 . 12.5 . 12.6
—_ /—
/— el
Phase|l _ Phase Phase L __ Phase Phasel| PhaseZ
12.7 12.8 %
Phase{l  Phase : Phasefl Phase Phase |  Phase

FIGURE 12. The Nine Possible General Growht Patterns for Two Test Phases.

Row 1 shows Phase 1 as having all fixes delayed until the end of the testing phase. Row 2 shows
Phase 1 as having some fixes inserted during test and some delayed. Row 3 shows Phase 1 as
having all fixes inserted durirtgst, with none delayed. Column 1 shows Phase 2 as having all

fixes delayed until the end of the testing phase. Column 2 shows Phase 2 as having some fixes
inserted during test and some delayed. Column 3 shows Phase 2 as having all fixes inserted
duringtest, with none delayed. FigurE&1 andl12.9 represent the two extremes in possible

growth test patterns.

4.11.5.5 Statistical Advantages ofT estFix-Test.
There are some distinct statistical advantages to following a complefix teett program:

a) Theestimated value of reliability at any point along the smooth growth curve is an
instantaneous value. That is, it is not dragged down by averaging with the failures that
accrued due to earlier (and hopefully) less reliable configurations

b) Confidence limitsabout the true value of reliability can be established.

c) While the impact of the jumps in reliability can be assessed using a mix of some
engineering judgment (this will be discussed in the section on Reliability Growth
Projection) andest datathe estinate of reliability in a tedfix-test program is based
solely on data.

d) Theeffectivenes®f corrective actiongs continuously assessed in the estimate of
reliability.
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4.11.6 Growth Curve Re-initialization.

The differences in the growth curves betweeasals shown in Figurd®.5 and12.6 represent

the difference mentioned Bectiond.11.1 (Stagef the Development Programynderlying
Figurel2.6 is the assumption that the testing environment and engineering efforts are the same
across test phasebus the continuation of the same growth curve into the succeeding phase,
after the jump for delayed fixes. In Figur25 a factor influencing the rate of growth has
substantially changed between the phases and is reflected in a new growth curve for the
succeeding phase. This is calledmgializing the growth curve. It must be emphasized that re
initialization is only justified if the testing environment is so different as to introduce a new set
of failure modes, or the engineering effort is so déifdras to be best represented as a totally
new program.

4.11.7 Shape Changes Due to Calendar Time.

Reliability growth is often depicted as a function of test time for evaluation purposes. It may be
desirable to portray reliability growth as a function alendar time. This can be accomplished

by determining the number of units of test duration that will have been completed at each
measure point in calendar time and then plotting the reliability value that corresponds to the
completed test duration aboveat calendar point. This is a direct function of the program
schedule. Figure3lshows the reliability growth of a system as a function of test time and
calendar time.

I il a8

Reliability | Reliability '?
.6{ 6
3 SE7 (50) (110) (200)(500) (700)
| | | | I I | ] ] ] ] ]
100 200 300400500 600 700 12 24 136 48 60
Cumulative Test Hours Program Months

FIGURE 13. Comparison of Growth Curves Based on Test Dnation Vs Calendar Time.

4.12 Reliability Growth Programmatic Concepts.

4.12.1 Levels of Consideration forPlanning and Contralling Growth. Planning and

controlling reliability growth can be divided along both a program basis and an item under test
basis.The apropriate level of consideration caary at different timesluringthe development.

In addition, systems may be classed as to their usage.

a) Program considerations:
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I.  Global: This approach treats reliability growth on a total basis over the entire
develgment program.
ii.  Local: This approach treats reliability growth on a pHag@hase basis.
b) Item Under Test considerations:
I.  System Level: The entire system as it is intended to be fielded is tested.
ii.  Subsystem Level: The obvious meaning is the testing @fjarrand
reasonably complex portion of the whole system (e.g., an engine for a
vehicle). Sometimes, the subsystem would seem to be an autonomous unit,
but because the requirement is for this unit to operate in conjunction with
other units to achieve anenall functionalgoali t i s really only
systemo (e. g., radar for an air defens
c) Usage of Systern continuous and discrete models:
i.  Continuous models are those that apply to systems for which usage is
measured on a continuous scaielsas time in hours or distance in miles.
ii.  Discrete models are those that apply to systems for which usage is measured
on an enumerative or classificatory basis, such as pass/fail orgm/riéor
discrete models, outcomes are recorded in terms ofclistiountable
events that give rise to probability estimates.

4.12.2 Analysis of Previous Programs.

Analysis of previous similar programs is used to develop guidelines for predicting the growth
during future programs. Such analysis may be performedemnll programsindividual

program phases, or both. Of particular interest are the patterns of growth observed and the effect
of program characteristics on initial values and other planning model parameters.

4.13 Reliability Growth Planning Concepts

4.13.1 Planned Growth Curve.

The planned growth curve should portray a picture over the program Validation and EMD stages
of a feasible reliability growth patfrom an achievable initial reliability to a goal reliability that
supports demonstrating the reliabiligguirement. It is an essential part of the reliability growth
management methodology and is important to any reliability progiidraplanned growth

curve is constructed early in the development proggemerally before hard reliability data are
obtainal and is typically a joint effort between the program manager and contractor. Its primary
purpose is to provide management with achievable reliability benchmarks at any point in the
Validation and EMD program stages and to provide a basis for evaluagigtual progress of

the reliability program based upon generated reliability data. The planned growth curve can be
constructed on a phabg-phase basjsas shown irfrigure 4.
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Analvsis of Previous Similar Program

Planned Growth Curve for New Program

a""—'_._'_-_ ]
L
Program T Program U
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Program V Program W

FIGURE 14. Development of Planned Growth @rve on a Phase by Phase Basis.

4.13.2 Idealized Growth Curve.

An Idealized Growth Curve is a planned growth curve that consists of a single smooth curve
based on initial conditions, plannbthnagemenS$trategy and other growth model parameters.

This cune is a strict mathematical function of the input parameters across the measure of test

dur at.i

15.

on

(e. g., ti me, di

stance,
assume this exact mathematical ideal shape, but it is useful ilggeténm goals. See Figure

trials),

Program X

—

Program Y

Program Z

_—

Determination of pattem and program charactenstics that influence growth curves

Specific Idealized Growth Curve

___-—---—--
-
-

Appropnate for this development program

FIGURE 15. Global Analysis Determination of Planned Growth Curve.
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4.13.3 Other Planning Considerations.

It is importantfor sufficient testingo be planned anfbr thetestingto be reflectie of the
OMS/MP. In reliability demonstration testing, the concept of operating charactént)c
curves has been used in planning test time and allowable faReesll that for a fixed
configuration demonstration test, the discrimination ratilee reliability associated with the
producer(contractoryisk, b, over the reliability associated with the consuf@rvernment)
risk, a has often been used as a gumdetermindest time. As a general rule of thumb, the
MTBF discrimination ratio of ta contractor desigto MTBF to the government requirement
MTBF (to be demonstrated with confidence) is generally arod®d 2

This concept is extended to developing reliability growth planning curves where the growth
curve follows the Duane failure pattei.e., power law expected number of failures. In

particular, a system planning curve and associated test duration can be constructed such that if
growth occurs in accordance to the planning curve for the planned test dubagiowith a

prescribed pybability, growth test data will be generated that provigstatistical lower

confidence boun@_CB) that will meet or exceed the technical requirement (TR).

For reliability growtht he r ati o of i nter es {MgitsstheMiBF contr ac
technical requiremenT,R (which is to be demonstrated with confidence). A given reliability
growth curve has an associated consui@ervernmentand producefcontractoryisk. These
risks, along with multiple other testing, program, and reliabilipngh parameters are used to
select the best reliability growth curve for the program. Such reliability groewtsumer and
producer risks are of interest when a program wishes to demonstrate an MTBF value with
confidence based on reliability growth testadand have a reasonable chance of doingssch
a demonstration should not be confused with a possibly mandated Initial OperatiofBD Test
demonstration of an operational required MTBFis kind of demonstration is typically
conducted at the conddion of the developmental growth test and is conducted with mature
production units.

Reliability growth potential MTBFMgp, is a theoretical upper limit on reliability which
corresponds to the reliability that would result if alhi®des were surfacexhd fixed with the
assumed assessed FEF. It can be shown that

M

M =
¢ 1- (MS)m

whereM,; is theinitial MTBF, MSis theManagemen$trategy andm is the average FEF.
These planning parameters are termed consistent pravidedM gp.

4.13.4 Threshold.

A threshold isa value in the rejection region of a statistical test of hypothesis, which indicates
that an achieved or demonstrated reliability below the value is not in conformance with the
idealized growth curve. A threshold value is n@CB on the true reliabili; it is used simply

to conduct a test of hypothesis. Threshold values are computed at particular points in time,
referred to as milestones, which are major decision poirtts. Thresholdodel can be used to
compare a reliability point estimate, whishbased on actual failure data from a growth test,
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against a theoretical threshold valtiéhe test statistic in this procedure is the point estimate of
the MTBF achieved at the milestone calculated from the test data. If this estimate falls at or
belowthe threshold valyehis would raise a red flag and indicate that the achieved reliability is
statistically not in conformance with the idealized growth curve. At that,poariagement

might want to take action to restore reliability to a higher lgy@haps through restructuring the
program.amore intensive corrective action processhange of vendors, additional ldewvel
testing, etc.

4.14 Reliability Growth Tracking Concepts

4.14.1 Demonstrated Reliability.

A demonstrated reliability value is basedartual test data and is an estimate of the current
attained reliability. The assessment is made on the system configuration currently undergoing
test, not on an anticipated configuration, nor a prior configuration. Thiber allows for the
effects ofintroduced fixes into the system as its calculation incorporates the trend of growth
establishegto dateover the current test phagor possibly the combined test phases)

4.14.2 Reliability Growth Tracking Curve.

The reliability growth tracking curvis the curve that best fits the data being analyzed. Itis
typically based on data solely within one test phddes is due to the fact that between test
phasesthere is often a CAP during which a groupcofrective actionare implemented which
significantly increase the reliability. In this commonly encountered situati@ntracking model

will not usually statistically fit the data over the two phases bracketing the EARever, in

the instances where the tracking model is in adequate confaemaéihcthe test data from

several phase# may be used to track growth over the combined test phases. Whatever period
of testing is used to form a database, this curve is the statistical best representation from a family
of growth curves of the overatliability growth of the system. It depicts the trend of growth

that has been established over the database. Thus, if the database covers the entire program to
date, the right end point of this curve is the current demonstrated reliabibjiyre 16 @picts

this reliability growth tracking curveTo the left of the line is thdemonstrated reliabilitysing

data to dateand to the right of the line is the extensionhaf planning curve fahe expected

reliability growth.

Reliability Demonstrated

[~ Reliability

Data to date ——

Units of Test Duration

FIGURE 16. Reliability Growth Tracking Curve.
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4.15 Reliability Growth Projection Concepts

4.15.1 Extrapolated Reliability.

Extrapolating a growth curve beyond the currently available data shows what reliability a
program can be expected to achiaege function of additional test duration, provided the
conditions of test and the engineering effort to improve reliability are maintained at their present
levels (i.e., the established trend continueshe absence of a significant group of delayed
corrective actions

4.15.2 Projected Reliability.

A reliability projection is an assessment of reliability that can be anticipated at some future point

in the development program. The projection is based on the achievement to date and engineering
assessments future program characteristics. Projection is a particularly valuable analysis tool
when a program is experiencing difficultismceit enables investigation of program

alternatives.See Figurd?7.

Projected —— re
Reliabilities —* #..c-
'F

Reliability| e '\.\
Extrapolation

Data to date—»

Units of Test Duration

FIGURE 17. Extrapolated and Projected Reliabilities.

4.16 Models Covered in this Handbook
There are 3 types of reliability growth modetssered inthis HandbooK planning, tracking,
and projection.

Theplanning models include:
a) AMSAA Crow Planning Model
b) System Level Planninglodel (SPLAN)
c) Subsystem Level Planning Model (SSPLAN)
d) Planning Model Based on Projection Methodology (PM2pntinuous
e) Planning Model Basedn Projection MethodologyDiscrete
f) Thresholdviodel

The tracking models include:
a) AMSAA Reliability Growth Trackng Modeli Continuous (RGTMC)
b) AMSAA Reliability Growth Tracking Modei Discrete (RGTMD)
c) Subsystem Level Tracking Model (SSTRACK)
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The projection models include:
a) AMSAA-Crow Projection Model (ACPM)
b) Crow Extended Reliability Projection Model
c) AMSAA Maturity Projection Model (AMPM)
d) AMSAA Maturity Projection ModeBased on Stein Estimation (AMRBtein)
e) Discrete Projection Model (DPM)

4.17 Sourcesfor Models Coveredin this Handbook.

For access and/or details on computational programs availallte fefiability growth
planning, tracking androjection modelpresented in this handbgakis suggested that the
readewvisit websites ocontactcompanies that may offénesecapabilities. Potentialsourcedor
these, or similatools includeAMSAA www.amsaa.army.mil ReliaSoft
Corporatiofwww.reliasoft.com),Reliability Information Analysis CentéRIAC,
www.theriac.conn, andRelex(www.relex.com)

25


http://www.amsaa.army.mil/

MIL -HDBK-189C

5. RELIABILITY GROWTH PLANNING .

5.1 Introduction .
The goal of reliabilitygrowth planning is to optimize testing resources, quantify potential risks,
and plan for successful achievement of reliability objectives. gftveth plan can serve as a
significant management tool in scoping out the required resources to enhance slysbeltyr
andimprove the likelihood oflemonstranhg the system reliability requiremenCritical aspect
underlying this process include addressing program schedules, amount of testing, resources
available, and the realism of the test program in aaigets requirements. Planning activities
include establishing test schedules, determining resource availability in terms of facilities and
test equipment, and identifying test personnel, data collectors, analysts and engineers.
Additionally sufficient alendar time during the prograshould be plannet analyze, gain
approval and implement corrective actions. Planimgrguantified and reflected through a
reliability growth program plan curve. This cummy be used testablish interim reliability
gaals throughout the test program. Two significant benefits of reliability growth planning are:
a) Can perform tradeffs with test time, initial reliability, final reliability, confidence
levels, requirements, etc to develop a viable test program.
b) Can assedbe feasibility of achieving a requirement given schedule and resource
constraints by using historical values for parameters.

5.1.1 Basic Model Approaches Covered

The planning models covered in thiandboolare based otwo basic approachésthe power
lawand the AMSAA Maturity Projection Model (AMPM)The powerlaw approachuses an
assumedumulative relationship between the expected number of discovereddahddest
duration The AMPM approachuses an assumed cumulative relationship between tleetexip
number of discovered-Biodesand the testiuration,which gives rise to a reliability growth
relationship between the expected system failure intensity and the cumulatoler atisin

5.1.2 Planning Models Covered
Thereliability growthplanningmodek presentedn this handbookinclude

a) AMSAA Crow Planning Model

b) System Level Planniniylodel (SPLAN)

c) Subsystem Level Planninglodel (SSPLAN)

d) Planning Model Based on Projection Methodologi@) Continuous

e) Planning Model Based on Projection Methodologi@)-Discrete

f) Threshold Model
Models a), b)and c)usethe power hw approachwhereas models d) anduwse theAMPM
approach Model f), he Threshold Models not a growth model per deut rather a program or
methodology to develop interim goalsascertain whether the program is proceeding in
accordance with the planned growth curve.

5.1.3 Planning Model Limitations.

The foremostimitation associated with developing reliability growth planning modetbat the
testing utilized for reliability growt planning should be reflective of the OMS/MIP thetest
environment during development reasonably simulates the mission environment,dtieases
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may be feasible to use the growth test data to statistically estimate the demoredtedusity.
Such use of the growth test data could elimirateupplemena follow-on fixed configuration
reliability demonstration tedor compliance testing.

5.1.4 Demonstrating Reliability Requirements with Statistical Confidence

The adaptation of Operating Chateristic (OCurvemethodologyin thedevelopment of
growth curvesllows one tglan for demonstratingequirements with stated confidence,
typically 80%. The demonstrations are typically conducted in a fixed configuration test.

In broad terms, theonsumerGovernmentrisk is the probability of accepting a system when
the true reliability is below the TR and theoducer ¢ontracto) risk is the probability of
rejecting a system when the true reliability is at least the contractor's targetwiailcie i€ set
above the TR).

For the norgrowth case (constant mature configuratiting, parameters defining the reliability
demonstration test consist of the test duratigg, , and the allowable number of failures,
The "acceptare” or "passing"” criterion is simplg,. ¢ c, wheref ,p,sdenotes the observed
number of failures

The probability of observingfailures inTpgy is distributed as Poisson and thus the probability
of acceptance (observimgr fewer failues inTpgy) is

P Accept = Prob A;M,C, Tpgm = Prob fops €
Cc C

i i
ToemiM _1DEMI M

= Prob fops =1 = e |

i=0 i=0
where M = MTBF.

To ensure that "passing the demonstration test" is equivalent to demonstraliRyitie at
least confidence levei(e.g.,g= 0.80 org= 0.90),c must be chsen such that

fps¢C U TRE? (f,)
whereTR > 0and ?g(fobs) denotes the value of the 19@ercent LCB whenf ,, = c failures

occur in the demonstration test of lendg, . That is,cis chosen to bthe largest nomegative
integerk that satisfies the inequality
k . i
e Toemi TR —TDEMJ R 1 r
i!
i=0

Recall that the OC curve associated with a reliability demonstration test is the graph of the

probability of acceptance, i.€2rob (A;M,g Ty, ) given as a function of the true but unknown
consant MTBF,M, as depicted ifrigurel8.
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FIGURE 18. Example OC Curve for Reliability Demonstration Test.

The consumer (Government) risk assgciated with this curve, called the Type Il risk, is defined by
Typell ¥ Prob A; TR, ¢, Tpem

Thus, by the choice
Typell 1 r

For the producer (contractor) to have a reasonable chance of demonstrafiRgvitie
confidenceg the system configuration entering the reliability demonstration test must often have

an MTBF value ofM; (referred to as the contractor's developmental goal or target MTBF) that
is considerably higher than tR& The probability that thproducer (contractoffpils the
demonstration tesgiventhatthe system under test has a tru€BF value ofM, is termed the

producer (contractor) riskor Type | risk. Thus
Typel =1 Prob A;Mg,C, Toem

If the Type | risk is higher than desired, then either a higher vall;o$hould be attained prior
to entering the reliability demonstration testlgy,, should be increased. K, is increased

thenc may have to be readjusted for the new valuégf, to remain the largest nemegative
integer that satisfiethe Type llinequality.
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The discrimination ratidfig/TRis commonly used as an dmldetermine test plans for the non
growth situation.

5.1.5 Planning Areas.
There are two keplanningareas: elements under management control and potential risk
elements during the planning phase. Elements under managementiochtdd
a) Managemen$trategy(MS): thefraction of system initial failure rate addressed by
corrective actions
b) Rate at which failure modes are surfaced
c) Turnaround time for analyzing and implementing corrective agtemd
d) Fix Effectivenesd~actor (FEF)thefractionreducton intherate of occurrence ohodes
after corrective actian

The potential risk elements during the planning phase include:
a) Initial MTBF (M));
b) Ratio ofM, to final developmental go&TBF, Mg.
c) Totaltesttime, T.

Table | provides historicallpasedAMSAA estimates for theatio of M, to Mg andfor a
collection of system average FEFs (Ellner, Trapnell (1990)).

TABLE |. Historical growth parameter estimates

Parameter Mean'M edian Range
Initial to Mature Ratia M|/Mg 0.30/0.27 0.150.47
Fix Effectiveness Factor (FEF) 0.70/0.71 0.550.85

Thegrowth rateand FEFRnformationin Tables | and Imay be used as a guide in determining
the reasonableness of sieeparametedsased on this historical datBlowever past &perience

has shown that to achieve successful results in th&EXWhich isconducted at the conclusion
of the developmental growth progrant is crucial to enter the reliability growth test conducted
in the Engineering and Manufacturing Developme(EMD) phase with aiv, that yields a
MTBF growth potentiglMgp, that is sufficiently abovéls. Doing so allows oneotachieve a
reasonable ratio dflg to Mgp, which isrecommended by the U.S. Army Evaluation Center to be
in the range of 0.60 to 0.80For a given MS and average FEF, Mgp is directly proportional

to M,. Thus to support the AEC recommended upper limit ofMhgeto Mgp ratio (0.80), theM,

to Mg ratio must be greater than or equal to the mean historically achieved ratio displayed in
Tablel (0.30) To achieve such av, requires conducting a comprehensive set of Design for
Reliability activities(J. Hall Jun 2009prior to entering EMD.Failure to achieve a sufficiently
high M, in past developmentarograms haresulted in amnacceptably high percentagelD

! Software fixes may have higher FEFs
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developmental systems failing to meet their reliability thresholds in th&EQ&ven as a point
estimate(J. Hall Jun 2009)

For planning purposethe MSduring early or prototype testing could exceed 0.95 for the
developmental portion of the systefuring subsequent testiniipe MSfor the developmental

portion of the system typically needs to be at least 0.90 for a successful reliability developmental
program, and often must be near 0.95 to achieve a sufficientiyMiginelative toMg. For most
systems, it is not prudent to plan on achievidgShigher than 0.96 for the developmental

portion of the system.

5.1.6 Reliability Growth Planning Checkilist.
The following provides a checklist for reviewing reliability growth planning curves:

a) Goal reliability needs to be sufficiently high to have adequate probabilggssinghe
IOT&E or other reliability demonstration test

b) The expected initial reliabilityV, or R, should be based on expected maturity and prior
information(e.g., from previous or similar systems, technology development, or such
information as availabje

c) The ratio of\M, to Mg should not be too lo\e.g., less than 0.15

i. Desirable tchave the ratio above usual historical range of 0.20 to 0.35
Need to achieve sufficient growth in design phase pri@M® test phase to
increase the ratio @, to Mg beyond the historical range.

d) The expected number of failures associated with the plgrouirve and test duration
should be sufficiently large to allow enough cotrexaction opportunities to grow from
M, to Mg.

e) There needs to be sufficient calendar time, facility assets, and engineering personnel to
ensure timely implementation of effagti corrective actions to surfaced failure modes
prior to IOT&E.

f) If corrective actions are to be implemented at only a few designated points during the
developmenprogram, then the depicted expected growth pattern should reflect this.

5.2  AMSAA Crow Planning Model.

This sectiorcontainsonly a minimum of the detailhat werecontained in the originalersion of
this handbook(AMSAA Feb 1981) For a more detailed discussioaf this modeland to
reference several exampléss re@emmended that the reader refer to the origiession of this
handbooK AMSAA Feb 1981)

5.2.1 Purpose. The purpose of the AMSALrow Planning Models to construct idealized
system reliabilitygrowth curves, identifythetest tme and growth rate required to improve
system reliability, and aid in demonstrating the system reliability requirement as a point estimate.

5.2.2 Assumptions

The @sumptionassociated witthe AMSAA Crow Planning Model include:

a) Within a test phase, eliability growth can be modeled asNon-Homogeneous Poisson
Proces§NHPP) with power lawmeanvaluefunction nt) % and

b) Based on the failures and test time withitestphase, the cumulative failure rate is linear on
alog-log scale
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5.2.3 Limitations.

Thelimitationsassociated witthe model include:

a) Thesystem must be complex (i.e., number of poterisidlires should be large enough to
comply with NHPP assumption);

b) Sufficient opportunities for implementatioaf corrective actionsare required to allow
growth to be portrayed as a smooth cuarg]

c) Reliability growthtestingshould be reflective of theNS/MP.

5.2.4 Benefits.

The kenefitsassociated witthe AMSAA Crow Planning Model include:

a) Allows for generation of a target idealized growth cuarej

b) Can be utilized for discrete data when there are a large number of trials and low probability of
failure.

5.2.5 Planning Factors.

The idealized curve has a baseline vadlj@ver the initial test phasehich ends at timg. M,

is the average MTBF over the firttst phase. From; to the end of testing at timg, the
idealized curve increases steadigcording to a learning curve pattern till it reaches the final
reliability requirementMg. T and the growth rata areiterated to develop the plan satisfying
the constraints. Subsequent to publishimgoriginal version of this handbooktAMSAA Feb
1981)and prior to the development of SPLAN, a functiBnob, was developed that assdra
designated probability of observing at least one failure in the initial tirBabsequently the
Managemen$trategy MS was also includg For MS=1, the function is:

d]

Prob=1 e M
which for Prob = 0.95 results in; approximatelyequal to 3 timed/,. After development oMS
3*(M,/MS)was used to satisfy tHerob of 0.95. If no significant Bmode corrective actions are
planned until the fst CAP, then,tshould be the test time until the first CAP.

5.2.6 Background of AMSAA Crow Planning Model.

Theoriginal version of this handbool@MSAA Feb 1981) s based on Duaneds
Crowbs mor e ¢ ®Ounaecrarmlyzedzdata forweverak systemd notedhat if fixes

to improve reliability are incorporated into the design of a system under developmenort) then
log-log plot, the graph of cumulative failure rate vs. cumulative test time is linear.

5.2.6.1D u a n @rdmh Model.
The Duane logdog plot of the straight line and linear regression fit is also known as The Duane
Postulate:

logCt =7 | logt
Taking the antlog,Ct =1t { wherey = In}.
Duaneds model h@andatUisdhe phape panameteehicisdetermines the

shape of the growth curvexis the scale or size parameter for the curve. With these two
parameters, the cumulative number of failuh@®), the average failure rat€(t), and the
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instantaneous failure ratgt), can be calculated for any tinvithin the test. Further, giveld
anday it is possible to solve fdr the test time it willdke to achieve a specific reliability. This
assumes that the factors affecting reliability growth remain unchanged across the development.

526.2Dr awbacks to Duaneds Met hod.

Duane stated thaicould be universally treated as being 0.5, the modal valuenithi
database. This has since been shown to be unrealistic, as perl T@dlé®©uaneMTBF growth
curves pass through the origin of the grapta lineatlinear plot imputing zero reliability at the
start of test. The method is alsa deterministi estimation of the regressiamhich makeso
allowance for variation.

Table Il Historical Growth Rate Estimates

System Type Mean/Median Range
One Shot (Missiles) .046/0.47 0.27-0.64
Time or Distance Based 0.34/0.32 0.230.53

5.2.7 Development ofAMSAA Crow Planning Model.

Crow explored the advantages of using a NHPP with a Weibull intensity function to model

several phenomena, including reliability growth. If system failure times follow the Duane

Postulate, then they can be madkhs a NHPP with Weibull intensity functi@ire., based on

the NHPP with power law mean value function) To make the transition
to the Weibull intensity functional formb,has to be substitutédr 1- U. Thus the parameters in

the AMSAA Crow Planning Mbdel ares-andb , whereb determines the shape of the curve. The
physical interpretation df (called the growth parameter) is tfaio of theaverage (cumulative)

MTBF to thecurrent (instantaneous) MHat timet.

Even though Crowdés growth parameter estimate
slope of a straight line on a légg plot, the estimates efandbd i f f er f r om Duaneds
in that e estimation procedureMaximum Likelihood EstimateMLE), not least squares, thus

each model 6s parameters correspond to differe

The reliability planning curve may extend over all the test phases or just over one test phase.
Typicaly a smooth growth curve is portrayed which represents the overall expected pattern
growth over the test phaseas noted earlienit can be modeled as a NHPP with power law
mean value function (expected number of failures as a function of cumulatiting<E(N(t))

= /t® which is comparable to ¢hglobal pattern noted by Duane. Taking the derivative we
obtain the idealized reliability growth pattern with failure intensity functi@@hgiven by

mt =1 ' 1,0<t < 1. Thus, as with Duane, it hasiagularity att = 0.

The methodology is based on first specifying an idealized curve that satisfies the expected
number of failures at the end of each test phase with cumulative testititpes, &. For
planning purposes, the overall growth tremdepresented only far> t;. It simply utilizes a
constant or average failure rate, = M, 1, over the first test phase. The constaptis chosen
such that the expected number of failures is satisfied=fdg. Doing so, it follows that the
MTBF growth trend fot > t; and n 4 is given by,
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M, 0 t t

MTBF t = ¢ 4 1

Ml_ 1 1 t>tl

5.2.8 Potential Issues

In using the previous equations, one needs to be careful not to automaticallyMgtoatiee
planning parameteM,, defined as the initial MTBF. In genetdi O ;MThe twoMTBFs
should be equated only if no growth is planned over the first test phasédylsirscthe planned
averageMTBF over the initial test phase. The growth ratis used as a measure of
programmatic risk with respect to being able to grow frbipto Mg = MTBF(T) in test timeT.
The highera is relative to past experience, the greater the risk of attaiignd TBF(T) is a
strictly increasing function of the ratiot; and can be made asdaras desired by makirng
sufficiently small. One should guard against artificially loweranigy selecting; so small that
no significant amount of fix implementation is expected to occur until a corrective action period
that is beyond;.

A reliahility projection concept, growth potenti@EP), is useful in considering the
reasonableness of the idealized curve. The growth potévigal, is the theoretical value that
would be reached if all Bhodes were surfaced and corrected with the assunestessed
FEFs. Assuming an averagEF of /i3, a Managemen$trategyof MS, andaninitial MTBF of
M, one can express ti@&P MTBFasMgp =M, /(1T (MS)7).

If the final MTBF on the idealized growth curve is not below kg- for reasonable planning

values of MSand g, then even if the growth rateappears modest might not be sustainable

over the entire periofibr which the model has to be appliedothl that even with a reasonable

choice fort;, any value oMg can eventually be obtained since thisreo upper limit implied for

Me. This is true even using a growth rate that appears to be reasonable based on past experience
with similar types of systems.

5.2.9 Development of the Planned Growth Curve.

The role of the idealized growth curve is to dahsiate that the planned growth follows a

learning curve which, based on previous experience, is reasonable and can be expected to be
achieved. In general, there are two basic approaches for constructing planned growth curves.
The first method is to datmine the idealized growth pattern that is expected or desirable, and to
use this as a guide for the detailed planned curve. The second method is just the reverse. In this
case a proposed planned curve is first developed which satisfies the requirgiiategran

milestones. The idealized curve is then constructed and evaluated to determine if this learning
curve is reasonable when compared to historical experience. If not acceptable a new detailed
curve would need to be developed.

5.2.10 Determining the Starting Point.
A starting point for the planned growth curve may be determined from (1) using information
from previous programs on similar systems, (2) specifying a minimum level of reliability that
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management requires to be demonstrated early er twchave assurance that the reliability

goals will be met, and (3) conducting an engineering assessment of the design together with any
previous test data that may exist. e.g., bench test, prototypd bespractice of arbitrarily

choosing a startingoint, such as 10% of the requirement, is not recommended. Every effort to
obtain ifformation even remotely relevant to a realistic starting point should have been
exhausted before an arbitrary figure can be USedalso the example cited in tidannirg

Factors paragraph 22.

5.2.11 Development of the Idealized Growth Curve.

During development, management should expect that certain levels bilitgllze attained at

various points in the program in order to have assurance that reliability growtiyiegsing at a
sufficient rate to meet the requirement. The idealized curve portrays an overall characteristic
pattern which is used to determine and evaluatenm@éiate levels of reliability and construct

the program planned growth curve. Growth pesfion previously developed, similar type
systemgnayprovide significant insight into the reliability growth proced#isthe learning curve
pattern for reliability growth assumes that the cumulative failure rate versus cumulative test time
is linear on bg-log scale, then the following method is appraf®ifor construction of the

idealized growth curve.

The idealized curve has the baseline valiyever the initial test phase which ends at time
The valueM, is the average MTBF over the firstt@hase. From timg to the end of testing at
time T, the idealized curvB(t) increases steadily according to a learning curve pattern till it
reaches the final reliabilityle. The slope of this curve on the g plot inFigurel19is the

growth parameer a. The parametric equation fbt(t) on this portion of the curve d t =

1
M - 1 4 L

ty

Idealhized Growth Curve Log-Log Plot of Idealized Growth Curve

////Iﬁl’ =

= = | Mg
M b— B

M f——
{ . k. 1 A
t T 3] T
Test Time Test Time

FIGURE 19. Idealized Growth Curve

5.2.12 Equations and Metrics

This model assumes that the cumulative failure rateugecumulative test time is linear on4og
log scale. It is not assumed that the cumulative failure rates follow thegsawit pattern

within test phases. In fact,all fixes are incorporated into the s at the end of a test phase,
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thenthe relability would beconstant duringhetest phaseThus, no growth would occur in the
test phase.

To illustrate this approacletts, t, ¢t denote the cumulative test times which correspond to the
ends of test phases. It is assumed N{®Y/t; veraust; , i = 1 ,, ar@lineéar,on 1I6pg scale,
whereN(t) is the cumulative number of failures by tithe That islog N()/t; is linear with

respect tdog t. This implies thatog N(t)/t; can be expressed kg N(t)/ti = s - alog t, whee

s anda are, respectively, intercept and slope parameterd.ldetnote the initial average failure
rate for the first test phase, i.&,= N(t1)/t1. Sincelog /, = s - alog 1, it follows thats = log /,

+ alog t. The cumulative failure rate cae lexpressed as
tj

Ntjti=1 0
The idealized growth curve shows that the initial average MTBF over the first test phgse is
and that reliability growth from this average beging .athis jump is indicative of delayed fige

incorporated into the system at the end of the first test phase. The idealizeMltlirse guide
for the average MTBF over each test phase. Further given that

M@®) =M, (t/t)?(1-a)’ fort>t,

then the average failure rate and therage MTBF for the-th test phase can be determined by
/i=(N(t) T N(6-1)) / (671 tia), andM; = 1//;, whereN(t) = /, t; (t / t1)*%. See Figure20.

M) —

MTBF
.(“_"_

Test Time

FIGURE 20. Average MTBF over f" Test Phase.

In the application tthe idealized growth curve model, the final MTBF valieto be attained
at timeT is set equal téM(T), i.e.,M; (T /ty)? ( 1)'=Mea

The parameterisl, andt, of this model have the physical interpretations Mais the initial
average MTBF forhe system ant] is the length of theifst test phase in the program. The
parameteg is a growthrate
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5.2.13 AMSAA Crow Planning Model Example.

Specific examples of how to determine the idealized growth curve, test phase groitist
time needed are hoeproduced here but may be seen inattiginal version of this handbook
(AMSAA Feb 1981)

5.3  System Level PlanningViodel (SPLAN).

5.3.1 Purpose

The purpose of SPLAN is to constractidealized system reliability growth curead

determine an associated test duration that has the following property: If the system grows along
the idealized curve for the associated test duration tigna prescribed probability, the system
level growth test data realized over the test pantiddlemonstrate a stated MTBF value at a
specified statistical confidence level

The stated system MTBF value to be demonstrated with statistical confidence from the growth
test data will be referred to as the technical requirement and denoted byhisRsiection and
section 5.4.

5.3.2 Assumptions.
Theassumptions associated with SPLAMNIude
a) test duration is continuopand
b) thepatternof failures duringhe test period is consistent walNHPP with power law
meanvaluefunction.

5.3.3 Limitations.

The imitationsassociated witlSPLAN include:

a) sufficient opportunities focorrective actionmplementation are requiresb growthis
portrayed as a smooth curve;

b) the expected number of failures needs to be sufficiently large;

c) the portion of testig utilized for reliability growth planning should be reflective of the
OMS/MP;

d) the initial test length must be reasonably sitalowing for reliability growth;

e) the initial MTBF cannot be specified independent of the length of the initial test phase

f) the actual growth test data generated over the test period will typically not satisfy Assumption
b) if the period contains one or more CAPs which produce a significant jump in MTBF; and

g) since the demonstrations discussed in this section and in Sectior bakad on
developmental growth test data, the TR to be demonstrated with statistical confidence may be
more reflective of a hardware/software MTBF than an operational MTBF. The TR will be
reflective of an operational MTBF only to the extent that theeldgmental test period allows
potential operational and maintenance based failure modes to occur at rates comparable to
those that would occur under tactical use conditions.

5.3.4 Benefits.

The kenefitsassociated witlSPLAN include:
a) allows for generatioof a target idealized growth curve;
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b) can specify desired probabilitf achievingthe TR with confidenceand
C) canaid in planning to utilize system growth test data to demonstrate with statistical
confidence a stated MTBF value prior to entering anaimral demonstration test

5.3.5 Planning Factors.
The initial condition planning factors inclutlee following:the test time over the initial test
phase before implementation of corrective actignthe initial average MTBRM,; the
Managemen$trategy, MS, and the probability of observing at least 1 correctable-oro8e
failure, Prob, wherethreeof the conditions or factors are chosen anddhieth is determined.
Probis given by the following equation:

t1ZMS

Prob=1 e M

As a general rule, the initial time peridd should be at least approximately three times greater
than the ratio oM, to MSto ensure a high probability, say 0.95, of surfacing at leasBenede
failure by the end df. As discussed earlier, this choicetaiay not besufficienty long and

may need to extend over the whole first test phase to ethsuraftert;, one can assume the
AMSAA Crow growth pattern appliesAlthough thispattern does not apply over thesfitest
phase, the present&C curve analysis for reliability growth implicitly assumes this pattern
holds over the whole time interval that is associated with the planning curve.

5.3.6 Reliability Growth OC Curve Analysis.

In the presence of reliabilityrowth, observing or fewer failures is not equivalent to

demonstrating th&Rat a given confidence leveBoth the cumulative times to failuendthe

number of failures must be considered when using reliability growth test data to demonstrate the
TRat a specified confidence levegt Thus, the "acceptance" or "passing” criterion must be

stated directly in terms of theg LCB on M(T) calculated from the reliability growth datahis

data will be denoted by(s), where n is the number of failuresooering in the growth test of

durationT, ands = t4,t,,8 ,t, is the vector of cumulative failure times. In particular,
denotes the cumulative test time to thdailure and 0¢, <t,.....<t, ¢ T for nz 1. The
random vectofN, g takes on values( 9 for nz 1.

Following notation from the previous sectjdine definition of our acceptaacriterion is given
by the inequality
TR 1. n,s

wherel, n,s is thegstatisticalLCB on M(T), calculated fomz 1. Thus, the probability of
acceptance is given by

Prob TR L, N,S
where the random variableg(N,S) takes on the value n,s when (\, S takes on the value

(n,s.

The distribution of i, §, and hence that af;(N, S) is completely determined by the test
duration T, together with any set of parameters that define a unique reliabiliytlgcurve
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Thus, the value othe aboveprobability expression also dependsToand the assumed
underlying growth curve parameters. One such set of parariseterdV, , anda, together with

T. In this growth cure representatiori, may be arbitrarily chosen subject te@, <T.

Alternately,scale parameter > 0 and growth rate:, together withT, can be used to define the
growth curve by the equation
1

Mt =S

0<o0o Y

where p =1- a . Note that by the above equatjon

1
—= MT [T ?

)
Thus, the growth curve can also be expressed as,
t 4
Mt = MT T , 0<0 Y

Thusit can be seethat the dstribution of (N, §, and hence that df,(N, S) is determined by

The Type Il or consumdfGovernmentyisk for M(T)= TRis at mostl-g(for anya < 1 andT >
0), analogous to the case in the previous section, i.e.,

Typell = Prob TR L; N,S 1 r

foranya <1 andT > 0, providedV(T) = TR

To emphasize the functional dependence of the probability of acceptance on the underlying true
growth curve parametefa, T, M(T)) this probabilityis denotel by Prob (A; a, T, M(T)) Thus,

Prob A;;, TMT ¥YProb TR L, N,S

where the distribution ofN, §, and hence that dfy (N, §, is determined bya,T, M(T)) The
Prob (A;a, T, M(T))can be shown tonly depend on the values d{T)/TR(or equivalently
M(T) for knownTR) andE(N) [ (Broemm, Ellner and Woodworth Sep 20007 he ratio
M(T)/TRis analogous to the discrimination ratio for a constant configuration reliability
demonstration test of the typéescussedhn the previous sectionNote E(N) dendes the expected
number of failures associated with the growth curve determinéd,dy, M(T)) More

explicitly:

EN=T 1 {MT

As shown in [[Broemm, Eliner and Woodworth Sep 20[)0)
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2. 1 A
. — A1 A
Prob A; |, T,M T 1 e . Prob 2 2 e oy

wheremDE(N) andd OM(T)/TR This equation explicitly shosvthatthe probability of
acceptance only depends eandd. Thus, the probability of acceptansalenotedy
Prob (A;md) and

Typell = Prob A;A 1 1

A discrimination ratio chart for the growth case is shown batokigure 21 The figure
presentshreecurvesfor demonstrating th€Rwith a fixed probability of acceptance equal to
0.50(as a function of th&1(T)/TRratio and the expected number of failjre¥he test duration
corresponding to a poiilx, y) on a confidence curve figure 21canbe shown via the above
formula forE(N)to satisfy the following:

T=1iU) (TR) xy

wherea denotes the growth rate parameter for the planning cxrv&(N) andy = M(T)/TR
Note also that

M(T)/TR

Expactad Numbar of Failures

FIGURE 21 Probability equals 0.50f demonstrating TR w/% Confidence as a
function of M(T)/TR and Expected number of failures

By setting the discrimination ratio equal to on¢ha above expression for the probability of
acceptance, one can see thatactual value of theonsumer Governmentrisk solely depends

on mand is at most-Iy To consider theroducer €ontractoy risk, Type I, leta; denote the
contractor's target or goal growth rate. This growth rate should be a value the contractor feels he
can achieve for the growth test. Let; denote the contractor's MTBF goal. This is the MTBF
value the contractor plans to achievéhat conclusion of the growth test of duratibn Thus, if
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the true growth curve has the parametggsand M, then the correspondimgoducer

(contractoy risk of not demonstrating thHER at confidence levef(utilizing the generated
reliability growth test data) is given by,
Typel =1 Prob A; Az, dg
where
dG = MG] TRandAG = TJ 1 lg MG

If the Type | risk is higher than desired, there are several ways to consider reducing this risk
while maintaning the Type Il risk at or below-& SinceProb (A; /72, d; ) is an increasing
function of /72 and d; , the Type I risk can be reduced by increasing one or both of these
guantites, e.g., by increasing To further consider how the Type | statistical risk can be
influenced, we expres8; and /72 in terms ofTR T, &, and the initial conditionsM, , t, ).
With a = a5 andM(T) = Mg,

M,
1 16t °TR

1G

MG TR= dG:

and
EN =As= t/¢M Tt {e

Note for a given requiremefR initial conditions(M,, t), and an assumed positive growth rate
ags, theproducer ¢ontractoj risk is a decreasing function ®f These equations can be used to

solve for a test tim& such that th@roducer ¢ontractoy risk is a specified value. The
correspondingonsumer Governmentrisk will be at most 4g.

The following sectiortontains two examples of an OC analysis for planning a reliability growth
program. The first example illustrates the construction of an OC curgevéor initial
conditions M, t)) and requirementR The second example illustrates the iterative solution for
the amount of test tim€ necessary to achieve a specifigdducer ¢ontractoy risk, given initial
conditions M, t;) and requirementR These examples udiee following equations

M T T

1
MT—H H andEN—m

The quantitiesl = M(T)/TRand = E(N) are then used to obtain an approximation to
Prob (A;md).

5.3.7 SPLAN Example 1

Suppose we have a system under development that has a technical requirreritq0 fours
to be demonstrated with 80 percent confidamsiag growth test dataFor the developmental
program, a total of 2800 hours test tirg &t the system level has been predetermined for
reliability growth purposes. Based on historical data for sirtyjae systems and on lower level
testing for the system under development, the initial MTBFaveraged over the first 500
hours(t)) of systemlevel testing was expected to be 68 hours. Uthisglata, an idealized
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reliability growth curve was constrted such that if the tracking curve followed along the
idealized growth curve, thERof 100 hours would be demonstrated with 80 percent confidence.
The growth ratg, and the final MTBEM(T), for the idealized growth curve were 0.23 and 130
hours, resectively. The idealized growth curve for this progrardepictedoelowin Figure22.

250
200
2 150
= a=.23 —e M(T)=130
us] ______.__.-—-—"'_‘___
s 100 p—— «FR =100
—M; =68
50
t;= 500 T =2800
; ; ; ; t —
0 500 1000 1500 2000 2500 3000 3500

Test Time (&t hours)

FIGURE 22. Idealized Reliability Growth Curve.

For this example, supposeewantedto determine the OC curve for the program. For tins,

would need to consider alternate idealized growth curves wheld(fRevary but thavi, andt,

remain the same values as those for the program idealized growtH{iceirwd = 68 hours and

t, = 500 hourk In varying theM(T), this is analogous toonsidering alternate values of the true
MTBF for a reliability demonstration test of a fixed configuration system. For this program, one
alternate idealized growth curve was determined WhKTg equals the TRwhereas the

remaining alternate idealizedogvth curves were determined for different values of the growth

rate. These alternate idealized growth curves along with the program idealized growth curve are

depictedn Figure23.
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FIGURE 23. Program and Alternate Idealized Growth Curves.

For each idealized growth curMd(T) and the gpected number of failurds(N) can be found
Using the ratidM(T)/TRandE(N) as entries in the tables containedtfiner and Mioduski Aug
1992) one cardetermingby double linear interpolatigrthe probability of demonstrating the
TRwith 80 percent confidence. This probability is actually the probability that the 80 percent
LCB for M(T) will be greater than or equal to the TR. These probabilitiegsept the

probability of acceptancé(A)) points on the OCurve for this program which tepicted in
Figure24. TheM(T), a, E(N), andP(A) for these idealized growth ores are summarized in

Table Il
TABLE I1l. Example 1 - planning data for idealized growth curves
M (T) a E (N) P (A)
100 0.14 32.6 0.15
120 0.20 29.2 0.37
130 0.23 28.0 0.48
139 0.25 26.9 0.58
163 0.30 24.5 0.77
191 0.35 22.6 0.90
226 0.40 20.6 0.96
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FIGURE 24. Operating Characteristic (OC) Curve.

From the OC curve, the Type | or produfesntractoryisk is 0.52 (20.48) which is based on
the program idealized growth curve wh&t€rl) = 130. Note that if the true growth curve were
the program idealized growth curve, thés still a 0.52 probability of not demonstrating the TR
with 80 percent confidence. This occurs even though the true reliability would ghd{¥ &

130, which is considerably higher than th&value of 100. The Type Il or consumer
(Governmentyisk, which is based on the alternate idealized growth curve Wwhére= TR =

100, is 0.15. As indicated on the OC curve, it should be noted that for this developmental
program to have a produd@ontractoryisk of 0.20, the contractor would have to plaraon
idealized growth curve witM(T) = 167.

5.3.8 SPLAN Example 2. Consider a system under development that has a technical
requirementTR) of 100 hours to be demonstrated with 80 percent confidence, as in Example 1.
The initial MTBF, M,, over the first500 hourst() of system level testing for this system was
estimated to be 48 houmshich (again as in Example lwas based on historical data for similar
type systems and on lower level testing for the system under development. For this
developmental mgram, it was assumed that a growth,eatef 0.30 would be appropriate for
reliability growth purposesFor this example, suppos@ewant to determine the total amount
of system level test timd, such that the Type | or produdgontractor)isk for the program
idealized reliability growth curve is 0.ZDe., the probability of not demonstrating the TR of 100
hours with 80 percent confidence is 0.20 for the final MTBF vai(&), obtained from the
program idealized growth curkeThis probabiliy corresponds to theé(A) point of 0.80 (10.20)

on the OC curve for this program.

To determine the test timlewhich will satisfy the Type | or producécontractoryisk of 0.20,
select an initial value of and(as in Example Jifind M(T) and the expged number of failures
E(N). Again, using the ratiM(T)/TRandE(N) as entries in the tables containedkfiner and
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Mioduski Aug 1992) one cardetermingby double linear interpolatigrihe probability of
demonstratig theTRwith 80 percent confidence. An iterative procedure is then applied until
theP(A) obtained from the table equals the desired 0.80 within some reasonable accuracy. For
this example, suppose we selected 3000 hours as our initial estimaaddbtained the

following iterative resultsshown in Table Iti

TABLE 11l . Example 2 - planning data using iterative procedure
T M(T) E(N) P(A)
3000 117.4 36.5 <0.412
4000 128.0 44.6 <0.610
5000 136.8 52.2 <0.793
5500 140.8 558 0.815
5400 140.0 55.1 0.804
5300 139.2 54.4 0.790
5350 139.6 54.7 0.796
5375 139.8 54.9 0.800

Based on these results, we determiire5375 hours to be the required amount of system level
test time such that the Type | or produgamtractoryisk for the program idealized growth
curve is 0.20.

5.4  Subsystem Level PlanningModel (SSPLAN).

5.4.1 Purpose.

The purpose of SSPLAMN to develosubsystem reliabilitydealized curves and associated test
durations that have the following propertyf each growth subsystem grows along its curve for

the associated test duration then, with a prescribed probability, the realized subsystem test data
will demonstrate a stated system MTBF value at a specified statistical confidence level

As in Section 5.3the stated system MTBF value to be demonstrated with statistical confidence
from the subsystem test data will be referred to as the technical requirement and denoted by TR.
Demonstrating the TR at a specified statistical confidence level provides arenebassurance

that the achieved system MTBF meets or exceeds the TR. Thus the specified confidence level
will also be referred to as the assurance level

For the case where the system is modeled solely as one growth subsystem, SSPLAN is simply
SPLAN. In this instance, one is only utilizing system level growth test planning parameters.
These inputs can be used to establish a target SPLAN idealized system level planning curve and
associated test duration via the analytical formulas presented inr58@&i Alternately, the

more general SSPLAN simulation procedure discussed in this section can be utilized.

5.4.2 Assumptions.
The ssumptionassociated witlsSPLAN include:
a) test duration is continuous;
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b) the system may be represented as a seriesi@bendent subsystenas)d

c) for each growth subsystem, the pattern of failures over the test period is in accordance with a
NHPP with power law mean value function. The mean value functions may differ among the
subsystems

5.4.3 Limitations.
The imitations associated witlBSPLAN include:

a) sufficient opportunitie$or implementatiorof corrective actionfor each subsystem are
requiredto permit portrayal of subsystem growth as a smooth ¢urve

b) the expected number of failures needs to be sufficierntigja

c) the portion of subsystem testing utilized for reliability growth planning should be reflective
of the OMS/MP;

d) problems with subsystem interfaces may not be captured;

e) the initial tesintervallengthshouldbe reasonably smglhllowing for reliabiity growth);

f) anaverageMTBF over the initial test intervahouldbe specified for each subsystem

g) assumption c) will typically not be satisfied if a subsystem test period contains one or more
CAPs which produce a signiBFjijamdant jump in the

h) the system TR MTBF may not be reflective of an operational system MTBF (see Section
5.3.30).

5.4.4 Benefits.
The kenefitsassociated witlsSPLANInclude
a) allows generation of a target idealized growth curve, based on subsystem growth
testing;
b) canspecify desired probability of achievingexhnicalrequirementvith
confidenceutilizing subsystem growth test data
C) can aggregate test duration from common subsystems on system variants under
test
d) can reduce the amount of system level testing;
e) can educe or eliminate many failure mechanisms early in the development cycle
where they may be easier to locate and correct;
f) can allow for the use of subsystem test data to monitor reliability improvement;
g) can increase product quality by placing more empluaslswer level testing; and
h) can provide management with a strategy for conducting an overall reliability
growth program.

5.4.5 Planning Factors.
The factors include both system level and subsystemvelgts The system levgblanning
factoris the systmtechnical requiremenTR. The subsystem planning factors for developing
the system planning curve includee subsystem initial test ting the subsystem initial
MTBF, M;; the ManagemenStrategy MS; and the probability of observing at least @enode
failure for the subsyster®rob. The three strategies or options are:

a) t, My, MS,

b) t,, MS Prob; or

c) M, MS Prob.
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5.4.6 Considerations
It is important for the subsystem reliability growth process to adhere as closely as possible to the
following consderations:
a) Potential higkrisk interfaces need to be identified and addressed through joint subsystem
testing,
b) Subsystem usage/test conditions need to be in conformance with the proposed system
level operational environment as envisioned in the OMS/MP
c) Faiure Definitions/Scoring Criteria (FD/SC) formulated for each subsystem need to be
consistent with the FD/SC used for system level test evaluation.

5.4.7 Overview of SSPLAN Approach.

SSPLAN provides the user with a means to develop subsystem testinfppld@sionstrating a
statedsystem MTBFvalueprior to system level testing. In particular, the model is used to
develop subsystem reliability growth planning curves and associated test times that, with a
specified probability, support achieving a systdimBF valuewith a specified confidence level.
More preciselya probability isassociated with the subsystem MTBFs growing along a set of
planned growth curves f@iven subsystem test duratioriBhis probabilityis termed the
probability of acceptarg; Pa, which isthe probability that the systelevel TRwill be
demonstrated at the specified confidence level. The complemBrtBP,, is termed the
producer ¢ontractoy risk, which isthe risk of not demonstrating the systé®R at the specified
confidence level when the subsystems are growing along their target growth curves for the
prescribed test durations. Note tRatalso depends on the fixed MTBF of any rgnowth
subsystem and on the lengths of the demonstration tests on which tgewtnsubsystem
MTBF estimates are based.

One ofS S P L Apdirdasy outputs is the growth subsystem test times. If the growth subsystems
were to grow along the planning curves for these test tittness the probability would biés that

the subsystem testt@dademonstrate the systdrR at the specified confidence level. The model
determines the subsystem test times by using a specified fixed allocation of the combined growth
subsystem final failure intensities to each of the individual growth subsystems.

As a reliability management tool, the model can serve as a means for prime contractors to
coordinate/integrate the reliability growth activities of their subcontractors as part of their overall
strategy in implementing a subsystem reliability test progoartheir developmental systems.

5.4.8 Methodology.
The SSPLAN methodology assumes that a system may be represented as a Keries of
independent subsystenas shown in Figure 25

System

Subsystem 1 + ...| + Subsyst(e

FIGURE 25. System Architecure.

This means that a failure of any single subsystem results in a system level failure and that a
failure of a subsystem does not influence (either induce or prevent) the failure of any other
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subsystem. SSPLAN allows for a mixture of test data fromirard nongrowth subsystems
The modebhssumes thdor the growth subsystemthe number of failures occurring over a
period of test time follows a NHPP withean value function

E[F(t)] = 7t* (/,bt>0)
whereE[F(t)] is the expected number of failures by titné is the sale parameteandbis the
growth (or shape) parameter. The paramétensd b may vary from subsystem to subsystem
and will be subscripted by a subsystem index number when required for claritygrdveth
subsystems are assumed to have constantdagites.

5.4.8.1Mathematical Basis for Growth Subsystems

The power function shown with the initial conditiofaescribed in this sectipprovides a

frameworkto describe hov8SPLAN develops reliability growth curves. Togethieey provide
astartingpointfo descri bing each growth subsyswbhemods

andt. Sinceit is not convenient to directly work with for planning purpodeis, relatedto an
initial or average subsystem MTBF over an initial period of test time. Firsipteethat the
growth parameteg, is related to the growth rate, by the following:
b = 1-a (b>0)

For planned growth situationa,must be in the interval (0, 1). The initial conditions for the
model consist of:

a. an initial time periodt, (for example, the amouwnf planned test time prior to the

implementation of any corrective actions), and

b. the initial MTBF, M, , representing the average MTBF over the intervai](0,

From this, note that

/I = (MI >0 )
is the average failure intensity over the inteiMdJt ].

In addition to using botlM, andt, asinitial growth subsystem input parameters, the model
allows a third possible input parameté$. The produc{MSY, is the average failure rate due
to correctable failure modes over the initial test intef@at] .

The relationship among these three parameters is addressed in the following discussion.

Since reliability growth occurs when correctable failure modes are surfaced and (successful)
corrective actionare incorporated, it is desired to have a high prokloifiobserving at least
one correctable failure by tinie (a probability of 0.95s utilized below) From our

assumptions, the number of failures that occur over the initial time geisddoisson distributed
with expected valuét;. Thus

a m§t|

(e alel]

B

095 = 1-e(m/u) = 1.e¢M™ * (g qns<1)
Based on thigt is evident that specifying any two of the parameters is sufficient to determine
the third parameter. Thushen using SSPLAN, the user has three optwimsn entering the
initial conditions for growth subsystentGaution must be exercised in utilizing the option to
solve fort,. Even if there is a high probability of observing one or moradties by the value of
t, obtained from this option, it may not be suitable to use. Stidhauld only be used if a
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significant amount of growth is expected to occur prior to the start of the next test period. In
particular t; should be chosen large enough so that by the start of the test pégoigl one or
morecorrective actionare expected to be implemented thanhsgigantly impacs the
Subsystembs reliability.

The derivative with respect to time of the expected number of failures funttipis
r(t) = 7 bto?

The function r(t) represents the instantaneous failure intensity atttinfée reciprocal of
r(t), shown belowis the instantaneous MTBF at tirtie

1
r(t)
These equations provide much of the foundation for a discussion of how SSPLAN develops
reliability growth curves for growth subsystentdgure 26 below shows a graphical
representation of subsystem reliability growth.

M(t) =

MO =[I b " v\M(T)

MTBF

FIGURE 26. SubsystemReliability Growth in SSPLAN.

5.4.8.2Mathematical Basis for Nongrowth Subsystems

Based on the constant failure rate assumption, the input parameters that characterize a non

growth subsystem are its fixedIBF planning valuelM, and the planned length of the

demonstration tesT,, from which the constant MTBF is to be estimated. If a demonstration test

is not planned for assessing the MTBF of a-gamwth subsystem, then either the inputted-non
growthsubsyt em MTBF can be treated as Aknownodo in c
or can be treated as a statistical estimate based on historical test data generated from a
demonstration test of lengih

5.4.9 Algorithm for Estimating Probability of Acceptance.

Rather thamsingpurely analytical methods, SSPLAN uses simulation techniques to estimate the
probability of achieving atatedsystenmtechnical requirementith a specified confidence level.

This estimate ofhe Probability of Acceptanc®,, is catulated by running the simulation with a
large number of trials.
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Using the parameters that have been inputted and calculated at the subsystem level, the model
generates fitest datao for each subsystem for
required to produce an estimate for the failure intensity for each subsystem. The test intervals
and estimated failure intensities corresponding to the set of subsystems that comprise the system
provide the necessary data for each trial of the simulation.

The model then uses a method developed for fixed configuration discrete data (the Lindstrém
Madden Method) to droll upo the subsystem tes
reliability at a specified confidence level, namely, a staéibti€B for the final system MTBF.

In order for the LindstromMadden method to be able to combine growth subsystem test data and
handle a mix of test data from both growth and-goywth subsystems, the model first converts

all growth (G) subsystemtesttd@a t o an fAequivalento amount of
Afequivalento number of demonstration failures
terms of fixed configuration (negrowth) test data. By treating growth subsystem test data this

way, a standartlCB formula for timetruncated demonstration testing may be used to compute

the system reliability LCB for t-dgrewthtestdatai nat i o
The combination procedure will be addressed later.

For each simulatin trial, if the LCB for the final system MTBF meets or exceeds the specified
systemTR, then the trial is termed a success. An estimate for the probability of acceptance is the
ratio of the number of successes to the number of trials.

The algorithm foestimating the probability of acceptance is described in greater detail by
expanding upon the following four topics:

a. generating Atest datao estimates for gr
b. generating @t est-grdwethtsabsystenst i mat es f or no
C. converting growth subsyse m data t o Aequi valento demo
d. using the LindstrorMadden method for computing system level statistics

5.4.9.1Generating Estimates for Growth Subsystems.
There are two quantities of interest for each growth subsystem for each trial of theéigmula
a. the total amount of test time,

T, o= — Y (b.)

| e 1 g

[1 bmg,] €008

(Determined by rearranging and combining the relationships(fpandM(t)), and

b. the estimated failure intensity at that timg, (1, )

The model generates the estimdatlre intensity, £, (1, ), by using, /, b, 7g,;and /t° with t
= Tg, to calculate a Poisson distributed random numbgir, which serves as an outcome for

the number of growth failures during a simulation tri@5PLAN uses the realized valofeng ;
and the corresponding conditional estimatetfposayT gi. The valué ¢; is generate@s a
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random number from the distribution of the MLEEondtioned on the realized value o ;.
This conditional distributio off is shown below.

E - (anG,i)
“re; (Broemm, Ellner and Waiworth Sep 2000)

Next, an estimate for the failure intensity;; Tg; , isobtained for each growth subsystem for
each trial of the simulation. This is done via the formula estimat® sfibsystem failure
intensity afTg ; whichequals{ ¢ Ady)/Tc,. Note the same value fdg ; is used on all the
simulation trials.

5.4.9.2Generating Estimates for Nongrowth Subsystems.
There are two quantities of interest for each -gmwth subsystem for each trial of the
simulation-

a) the total amont of test timeT,;, and

b) the estimated failure intensity, (T, )-

T, Is the length of the demonstration test on which thegromwth subsystem MTBF estimate
is based. For each ngmowth subsystem, to obtain the estimated failure intersity, ), the

model frst calculates the expected number of failufgs,/ Mp;. The expected number of
failures is then used as an input parameter (representing the mean of a Poisson distribution) to a
routine that calculates a Poisson distributed random numperwhich isan outcome for the

number of failures in a demonstration test during a simulation trial. An estimate for the failure
intensity follows:

5493Converting Growth Subsystem Data to AEquUi vV
There are two equivalency relationshipstthaust be maintained for the approach to be valid,
namely, the demonstration data and the growth data must yield:

a. The same subsystem MTBF point estimate:

I\ED,i = I\EG,i
b. And the same subsystem MTBF lower bound at a specified confidencelevel
I—CBD,i,g = LCBGlg

Starting with the leftside of the second equivalency relationship, t&# formula for time
truncated demonstration testing is:

2T,,
LCBy,, = —5——
2np ;+2,9
WhereTp,; is the demonstration test time,, is the demonstration number of failurgsjs the
specified confidence level and;, ., is a chisquared @O g percentile point withan,; + 2

degrees of freedom. Using an approximation equation develop&dbly(Broemm, Ellner and
Woodworth Sep 2000)the LCB formula for growth testing (the right side of the LCB
relationship) is:
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NE.
LCB,,, °© —oitel
ngi+2,9
where n_, is the number of growth failures during the growth te\ﬁ” is the MLE for the
MTBF and ¢} ., is a chisquared 10§percentile point with;, +2 degrees of freedom.

On equating, separately, the numerator and denominator, the equivalent demonstration data are
found as

_ Ng;
"oiT %
and
T~
Toi= -
2r

which SSPLAN uses in converting growth subsystem data to equivalent demonstration data.

5.4.9.4Using the Lindstrom-Madden Method for Computing System Level Statistics.
TheLindstromMadden Method is a method for computing the LCB for system reliabilignwh

there are two or more subsystems in serfesontinuous version of the LindstréMadden

method for discrete subsystemsised to compute an approximate LCB for the final system

MTBF from subsystem demonstration (g o wt h) and e qgtiori(comveértecht 6 der
growth) data.The LindstroraMadden method typically generates a conservative LCB, which is

to say the actual confidence level of the LCB is at least the specified level. It computes the

following four estimates in order:

a. The equivalent aount of system level demonstration test time. (Since this
estimate is the minimum demonstration test time of all the subsystems, it is
constrained by the least tested subsystem.)

b. The estimate of the final system failure intensity, which is the sum of the
estimated final growth subsystem failure intensities andgnowth subsystem
failure rates

c. The equivalent number of system level demonstration failures, which is the
product of the previous two estimates.

d. The approximate LCB for the final system MTBF ai@en confidence level,
which is a function of the equivalent amount of system level demonstration test
time and the equivalent number of system level demonstration failures.

In equation form, these system level estimates are, respectively:
a K

Toers = minTy, fori= 1Ké rys = a k
i=1
where £ = '\Frl and I\h_:m = the demonstration or equivalent demonstration MTBF estimate for
D,
subsysten.
Nosys = Tpsys® Fsvs
2T
LCBg — - D,SYS

2np,syst2.9
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5.4.9.5Methodology for a Fixed Allocation of Subsystem Failure Intensities.

Let rcsys denote the sum of all the growth subsystem failure intensities at the conclusion of the
subsystem growth test3.he methodology utilizes a fixed allocatiag, of 7 systo each growth
subsystem. Thusrg,(Tci) = & resys For this alloation, SSPLAN first determines if a

solution exists that satisfies the criteria given by the user during the input phase. Specifically,
SSPLAN checks to see if the desired probability of acceptance can be achieved with the given
failure intensity allocatins and maximum subsystem test times. If a solution does exist,
SSPLAN will proceed to find the solution that meets the desired probability of acceptance within
a small positive number epsilon.

5.4.9.5.1 Determining the Existence of a Solution.

To determir if a solution is possible, SSPLAN calculates the maximum possible MTBF for
each subsystem. The maximum subsystem MTBF is multiplied by its failure intensity allocation
to determine its influence on the system MTBF. For example, if a subsystem catio grow
maximum MTBF of 1000 hours and it has a failure intensity allocation of 0.5 (that is, its final
failure intensity accounts for half of the total final failure intensity due to all of the growth
subsystems), then that particular subsystem will lineitabmbined growth subsystem maximum
MTBF to 500 hours. In other words, the maximum MTBF to WhiChG,styt‘e growth portion of the

system can grow is the minimum of the products (subsystem final MTBF multiplied by the
subsystem failug intensity allocation) from among all the growth subsystems. The probability
of acceptanceR,, is then estimated usingTBr, .. If the estimate®, is less than the desired

Pa, then no solution is possible within the limits of estimation precisioRfoard SSPLAN
will stop with a message to that effect.

5.4.9.5.2 Finding the Solution.

On the other hand, if the estimateglis greater than or equal to the desiRadthen a solution
exists. If, by chance, the desiféghas been met (within a small number &pgithen SSPLAN

will use MTBF, .. as its solution. It is more likely, however, that the estimate corresponding to

MTBEF; s exceeds the requirement, meaning that the program resultMg BFs, sys contains

more testing than is necesg#w achieve the desird®h. SSPLAN proceeds, then, to find a value
for MTBFs, sys that meets the desiréd, within epsilon.

5.4.10 SSPLAN Example.

The following is a successfully implemented subsystem reliability growth plannimgasgh
usingSSPLAN. The objectivas to develop a system planning curve utilizing subsystem level

data to address the conduct of tradieanalysis between Entry into Service (EIS) calendar date

and EIS expected reliability. It was felt that system reliability measurements start todttete
development cycle, thus, SSPLAN provided an approach making use of subsystem level data to
begin the measurement process earlier in development. Key objectives were to predict reliability
maturationandgovern reliability growth issues from dayeoatilizing a coordinated subsystem
growth strategy(Chenard, Eliner and-IL.. 2007)(Chenard, Peree and Eliner 2006)

System level inputs include the syst&R to be demonstrated with codénce from the
subsystem datatatistical confidence level for the LCB on achieved system MaBé# the
specified probability gthatthe desirecssurance level would be realized under the growth
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assumption. The system level output is the system tauiggt,sys note thaMiag, sys TR, since
one wants a reasonable probability that the gamma (the desitBdence oassurance level)
LCB on the achieved system MTBF will be at least the sy3tRr{referred to as the system
MTBF goal or objectie in the following referencés(Chenard, Ellner and-IL. 2007)(Chenard,
Peree and Ellner 200@roemm, Ellner and Woodworth Sep 2000)

Growth subsystem inputadlude growth rate, initial test periog , average MTBF expected
over the initial test period, allocation fracti@g, of growth subsystem portion of target system
failure intensitycontributed bygrowth subsystem and maximum subsystem test duratio
Subsystem outputs include: subsysteest duration, target MTBF for subsystenand
expected number of subsystem failures in test.

The following is an outline of the procedure to obtain subsystem test durations (all subsystems
are growth subsystems
' Ni(t) is a NHPP with rate of occurrence functiat)
o ri(t)=/bt" Whereh=1-a and/=t1;? /My, for growth subsysterm
1 Steps
0 Use trial valueMiarg, systo calculate/ targ, i = @i/ targ, sys
o Obtain trial valueT; by inverting equatior targ, i = 7i(T;)
o For each growtlsubsystem simulate NHPRrom O toT;
o Calculate pseudo demonstration test number of faiges ng /2 andTp ;
=Til(2best, )
A best iis the maximum likelihood estimate Gffrom simulated growth test
data
A Equate point estimate and LCB Mg, i from pseudo demonstratiatata
to estimates from growth data to obtain pseudo demonstration test data
o Combine subsystem pseudo demonstration data to obtain approkidien
Mtar , SYS
,g& ySSPLAN applies theindstromMadden method adapted for continuous
test duration
A Could use dter methods for combining pseudo demonstration test data
0 Repeat last 3 steps prescribed number of times to estratigLCB,OTR)
o If estimated probability is close f® stopi the current triall; valuesare chosen
as the subsystem test duragpothewise adjusMarg, sysand repeat above steps

TablelV contains the inputs and outputs for this example.
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TABLE 1V. Inputs and outputs for SSPLAN application

MTBF Confidence p Number of
TR Levd A Subsystems

19.08 0.7 0.7 14

Subsvstem  G/N 0 Initial | Initial [Maximum Failure |Expecteq TI%[Stl Final
y MTBF | Time |Test TimgAllocation Failures Time MTBF
S1 Growth| 0.44 1558 4673 900000 0.0027 11.81 54033 8168
S2 Growth| 0.32 56 169 300000 0.0755 44.48 8835 292
S3 Growth| 0.34 95 336 80000 0.0447 38.65 12586 493
S4 Growth| 0.34 31 120 20000 0.1393 40.95 4279 158
S5 Growth| 0.33 53 159 16000 0.0803 37.55 6910 275
S6 Growth| 0.33 169 505 70000 0.0253 37.05 21641 872
S7 Growth| 0.33 79 286 200000 0.054 45.1 12341 408
S8 Growth| 0.35 30 109 40000 0.1434 33.97 3396 154
S9 Growth| 0.36 19 70 25000 0.2248 30.85 1937 98
S 10 Growth| 0.34 71 214 19000 0.0597 33.06 8059 369
S11 Growth| 0.46 2893 8678 7500000 0.0015 9.81 77904 14703
S12 Growth| 0.34 37 112 11000 0.1142 33.4 4257 193
S 13 Growth| 0.33 135 405 64000 0.0316 37.37 17476 698
S 14 Growth| 0.43 1396 4189 95000 0.003 12.88 53981 7351
. . Number of | Computed| Computed
Ol Spsien Iterations Pa Target MTBF
_Enter jthe allocationfdailure 0.01 500 0.7 99 05
intensities among selstems

5.5 Planning Model Based on Projection MethodologyPM2)-Continuous.

5.5.1 Purpose.

The purpose of PMEZontinuouds to develop a systetavel reliability growth planning curve

that incorporates the developmental test schedule and corrective actiegystrBtte planning

curve and associated steps serve as a baseline which reliability assessments may be compared
against, possibly highlighting the need for reallocation of resources.

Unlike the AMSAA Crow Planning Modethe PM2Continuousmodel does ndtave a growth
rate parameter, nor is there a comparable quantity. FurthermoreC&MRuouautilizes
planning parameters that are directly influenced by program managevhéstit include:
a) M,,theplannednitial system MTBF;
b) MS, theManagement Stradg, which is thdraction of the initél failure rate addressable
via corrective action;
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c) Mg, the MTBF goalfor thesystemto achieve at the conclusion of the reliability growth
test

d) m, theplannedaverage~EF of corrective actions;

e) T, the duration oflevelopmental testingnd

f) the averagéag timeassociated witlsorrective actions

5.5.2 Assumptions.
Theassumptions associated with PK@ntinuousnclude:
a) Initial B-modefailurerates/1, €/ constitute a realization of an independent random
sampleL; . xsuchthdt; ~gammay,f foreachi= 1 kwhere the density

function is:
1

_ MerT
B
As a rule of thumb, the potential numbemBsmodes should be at least five times the number of
B-modesthat are expectetd besurfaced during the planned test period.

This sssumption models moee-mode variation with respect to the initialrBode rates of
occurrence.The assumptiorfor complex systems (i.e., for large&}o gives rise to the form of
the function utized in PM2Continuoudor the number of Bnodes that are expected to be
surfaced irt test hours.The functional form is reflective of the modeleehibde initial failure
rate variation.This same functional form can be arrived at withbig assumptio. For one
such alternate approach that leads to this functional, eereferencéeliner and Hall Mar
2006)

b) B- mode first occurrence timeég € . .cqnstitute a realization of an independent
distributed randomasmpleT;, é . sudh thafl; ~ Exponential}; foreachi= 1 k;é . ,

c) Each filure modeoccus independerty and causesystem failureand

d) Corrective actions do not create new failure modes

5.5.3 Limitations.
The limitationsassociateavith PM2 Continuousnclude
a) The portion of testing utilizefbr reliability growth planning should be reflective of the
OMS/MP,
b) Need to have a realistic test schedule that deterrtiieasumber ofesthours pewehicle
per month over thplannedesting periodand
c) Need to hav€APs specified within the planmktest schedule.

5.5.4 Benefits
Thebenefits associated withM2 Continuousnclude:
a) candetermine the impact of changes to the planned test schedule and as€bsiRged
b) measures of programmatic risk are not sensitive to the length of the initjathaeast
(which is a limitation of thAMSAA Crow PlanningModel),
c) can use different average corrective actamntimefor each test phase
d) providesanMTBF target to track against;
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e) can be applied to programs with limited opportunities for implementatioarcective
actions and
f) utilizes planning parameters that are directly influenced by program management.

5.5.5 Overview of PM2 Continuous Approach.
PM2 Continuouseliability growth planning curves primarily consist of two componérda
idealized curve,r@ad MTBF targes for each test phase.

5.5.5.1The Idealized Curve

The idealized curve may be interpreted as the expected system MTBF at test tin€ that
would be achieved if all Bnodes surfaced kiywere implemented with the planned average
FEF. The dealized curve extends from the initial MTBW,, to thegoal MTBF, Mg ,whereMg

is greater thathe MTBF requiremeniMg. By using an Operating Characteristic (OC) Curve
which incorporates consumer (Government) and producer (contractor) risks, the VgIBF M
calculated as the MTBF needed when entering the IOT&E demonstration test. Hisnhi
goal MTBF needed at the end of DT and is determined by applyingta-DT reliability
degradation factor to M. Therefore, the relationship between theseBHValues is as follows:
Mg > Mg+ > Mg. The idealized curve is a monotonically increasing function whose rate of
increase depends on a few important assumptions. These assumptions include the levels of MS
theaveragd-ix Effectivenesd-actor /3, andthe initial andgoalMTBFs used to generate the
curve.

MS is defined as,

MS= whose estimate isL only if all fixesare delayedto T.
Iatig Na + Np

In the definition of MS/g and/ A represent the portion of the initial systemudedl intensity that

program managemenill and will not address via corrective action, respectively. Note that the

initial failure intensityl, k M, 1 = 1, + 15. Notice that MS does not represent, in general, the

fraction of corrected failures onodes(which is a common misconceptionin theequation

above Na andNg are the number of Anode failures and #node failures observed, respectively.

5.5.5.2MTBF Targets.

The second component of the PK@ntinuougplanning curve includes a sequence of MTBF

steps. Since failure modes are not found and corrected instantaneously during testing, PM2
Continuoususes a series of MTBF targets to represent the actual (constant configuration) MTBF
goals for the system during each test phase throughout the test prdgramate of increase in

the MTBF targets depends on the planning parameters used, and are conditioned explicitly on
scheduledCAPs Unlike theAMSAA Crow Planning Modelthe MTBF targets are not

computed merely as arithmetic averages of the idealizee c

5.5.6 Equationsand Metrics.
Both the idealized curve and the MTBF targets are generated by the same equation, namely, the
expected system failure intensity at test time O, T denoted bywt , where

Mtk1A+1 AJ¢1B ht +ht

56



MIL -HDBK-189C

In this equation/ (t) represents the expected system failure intensity at test im@, T if
corrective actionso all B-modes surfaced kyare implemented with an average F&tfual tomg.
Also note that

MS

Iak 1 MS¢1|kTI

and

1o k MSgl, Kk o>
B K ¢1I.MI-

Under the model assumptions, the rate of occurrence of revd@sat test time for complex
systems can be well approximated by the following exprassi

htk ‘e
T+t

where b is a scale parameter that arises from the gamma distribution scale parameter. This
parameter solely determines the fractiom(@)that is due to Bnodessurfaced by test time

For complex systems, theutilized for danning purposes in the abol@) formula can be
expressed solely in terms of growth planning parameters as follows:

w
=<

<
®

(@)
of

ong §F g
=
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Note that the following planning parameters (which must be tailored on a sygésific basis)
are inputs td®M2 Continuous:

a) M, theplannednitial system MTBF;

b) MS,theManagement Strategy, which is thaction of the initél failure rate addressable

via corrective action;

c) Mg, the requirement MTBF

d) Confidence level to demonstrate:fl.e. one minus consumsesk)

e) Probability of demonstrating pMat confidence level (i.e. one minus producer risk)

f) m, theplannedaveragd-EF of corrective actions;

g) T, the duration of developmental testing

h) IOT&E test length;

i) the test phase lagnes due to corrective action itepnentationand

]) thedegradatiorfactor due to transition from a DT to an OT environment.

5.5.6.1Expected Number ofB-Modes.

This metric gives management an indication of the number of potential engineering redesigns
that may be required. This is impamt to consider in determininiye amount ofesources
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needede.g.time, personnelndfunding. ThePM2 Continuousequation for the expected
number of Bmodes at test timis given by

lg
At Kk r— gn 1+ 1 ¢t

5.5.6.2ExpectedRate of Occurrence of NewB-modes

The rate of occurrence of newrBodes at test timeN 0, T , h(t), is mathematically equivalent

to theexpectedailure intensity due to unobservBdmodes (sometimes referremas latent

failure modes). This metric may be used as a measure of programmatic risk. For example, as
the development effort is ongoing, one would like the estimate(ot ) ™id condition

indicates that program management has observed the domBinaxles in the system.

Conversely, large values bft) indicate higher programmatic risk of observing additional
unseerB-modes inherent to the current system design. Thus, effective management and goal
setting ofh(t) is a good practice.

5.5.6.3Fraction Surfaced of the Expected Initial B-mode Failure Intensity.
For complex systemdhé portion of thexpectednitial B-mode failure intensity associated with
B-modes observed, i.e. exposedtdst timet N 0, T can beexpressed as

F k2

1+ ¢t

whereb is computed in terms of planning parametespreviouslyshown). Thus it is natural
to refer tof t as theexposure function and foas the exposure paramet&ote that program
managementaneliminate at mosthefractionf t from the initial Bmodefailure intensity of
the system (if only Bnodes surfaced in the growth testtlaye addressed) regardless of when
corrective actionareimplementedor how effective thoseorrective actionsnay be. For
instance, say managemestcurrentlyaware of20 B-modes in a system. The questiardis
those20 B-modes constitute 9 percent of the initiahi®defailure intensity, or 90 percent?
Thus, small values ¢f t indicate that further testing required to find and effectively correct
additional Bmodes. Conversely, large valued of indicate that further pursuit of the
development effort may not be economically justifiable (i.e., the cost may not be worth the
potentialgains). Thus, thimetric may be utilized as a measure of system maturity since it
guantifies the fraction of the systemnibdefailure intensity that program management can
impact via corrective action effart

5.5.6.4Reliability Growth Potential.
Reliability Growth PtentialMTBF, Mgp, is the theoretical upper limit on the reliability of a
system that is achieved by finding and mitigating athBdes at a specified level of fix
effectiveness It is defined by

M
1 MS¢A
Note that the growth potential only depends on three quantities:

a) M,, the initial MTBF of the system;

b) MS the portion of the initial failure intensity that is addressal

c) m, how effectively failure modes are ngtted.

- 15y —
Mep k lim m = (t) =
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As a rule of thumb, the ratio of the MTBF target; to Mgp should be between 0.6 and 0.8 for a
well managed, but not overly aggressigkability growth program.

The planning parameteld;, Mg, m, andMS are termed logically consistent prdgd Mg < Mgp,
ie.,
Mg 1

— —_—
M1 (M9 ¢

The complex system planning formula focan be written in terms dflgp. One can show,

For a logically consistent set of reliability growth planning parametees must havél, < Mg
< Mgp. Notethatthis ensures thgt > 0.

5.5.7 Plausibility Metrics for Planning Parameters.
If Tis chosen to be unrealistically small for growing frbtnto Mg, then the resulting value of
will be unduly large. This would be reflected in foaction

_ bG
q(t)_1+bc'b

rising towards one at an unrealistic rate. For example, abargeld imply thatg(t,)=0.80 for

an initial time segmenp,t,] for which past experience indicatewould not be feasible to

suface a set oB-modes that accounted for 80% of the iniBamodefailure intensity.In fact,

nfty) can be calculated to see what the choic€iaiplies with regard to the expected number of
B-modes that account fagty). The smallefl is chosen, theakgerb will be and the smallemty)

will be, holding all the other planning parameters fixed. At some poifitjsaseduced, the

implied number of Bnodes to obtain a given value g{fo), such as 0.80, should be judged to be
unrealisticallysmall based on gaexperienceAn unrealistically largé, and corresponding(t)
function, could also arise by choosillg to be an excessively high percentag®ap.

A second potentially useful metric for judging whether the planning parameterasguo a
reasonable value fdris the implied averagB-mode failure rate for the expected set of surfaced
B-modes over a selected initial reference test pfigH This is easily calculated #se quantity

a8 Minush(ty), divided bynfto), and solely depends agandb.

A third potentially useful metric to judge the reasonableness of the planning parameters is the
expected number of uniquerBodes surfaced over an initial test interfeal | they imply. Prior

experience with similar developmental programs or initial data from the current program can
serve as benchmarks.
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5.5.8 PM2 Continuous Example.

Once the planning parameters are choseraftheoximatiorfor theidealizedexpected failure

intensity denoted by (t) above can be used to generate a detailed reliability growth planning
curve. For example, suppose a test schedule is laid out that gives the planned number of RAM

miles accumulated on the units under test per mdBippose the test schedule spesifblocks
of calendar time for implementing corrective actiofsr planning purposeassume that in
order for a failure mode to be addressed in an upco@Wig it must occur four months prior to
the start of the periogbne could use different calendag times for each test phase if desired)
For this situationthe MTBF could be represented by a constant value between the €2@Bof

and between the start of testing and the end of the first scheduled CAP. For such a test plan,
jumps in MTBF wouldbe portrayed at the conclusion of each CAP. The increased MTBF after
the jump is given b t; =
calendar date that occumur monthsprior to the start of thé" CAP. In such a mannea
sequence of target MTBF steps would be generated that grow from the initial MTBF value to a
goal MTBF value.

mt; 1, wheret; denotes the accumulated test tifreen the

Figure27 below depicts a detailed reliability growth planning curve for a complex system for the

case where A anH failure mode categories are utilizefhe MTBF requirement for the system
to demonstrateluring IOT&Eis Mg= 65hours IOT&E is an operational demonstration test of

the systembs

suitability for

80% statistical confidendevel.
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developmental systems. In such a demonstration test, it may be required to denldpstitie
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FIGURE 27. PM2 Reliability Growth Planning Curve.

60

Such



MIL -HDBK-189C

The blue curve represer(t)={ 7(t)} *. Note the valud/(t) is the system MTBF one expects to
obtain once all corrective actions tendes surfaced during test period][@re implemented

The MTBF steps are constructed from the blue curve, the schedule of CAPs, and the assumed
calendaaverage corrective action implementationtiagether with the test scheduldote that
theDevelopmental Test (DT9oalMTBF, Mg, was chosen to bertger thanMg= 65hours, the

MTBF to be demonstrated during IOT&E. To have a reasonable probabitignodnstrating

Mgrwith 80% confidencethe system must enter IOT&E with an operational MTBF valulé bf

which is greater thaNg. CalculatingM * can beaccomplishedrom the IOT&E test length, the
desired confidence level of the statistical demonstration, and the specified probability of being
able to achieve the statistical demonstrati(®ee OC curvefter determining M, one can

consider what the developmental goal MTBAF; , should be at the conclusion of the
development test. The value ogdhould be the goal MTBF to be attained just prior to the
IOT&E training period thaprecedeslOT&E. The goal MTBFE Mg, associated with the

development test environmentust be chosen sufficiently aboe’ so that the operational test
environmen{associated with IOT&EJoes not cause the reliability of the test units to fdtwe
M* during IOT&E. The significant drofdegradation)n MTBF thatoftenoccurswhen
transitioning from a DT to an OT environmeuld be attributable to operational failure modes
that were not encountered duridd. On our exampleadegradatiorfactor of 10% was used to

. " M
obtain fromM’ (M. =—R).
Me « (Mo 0.90)

Figure 28llustrates the reliability growth planning curve in terms of calendar time and the step
function growth pattern as corrective actionsiaoerporated at planned times in the test
program.
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FIGURE 28. PM2 Reliability Growth Planning Curve in Calendar Time

The depiction of growth in Figuré&y and28 do not preclude the possibility that some fixes may
be mplemented outsidef the CAPqi.e., during a test phasé hese would typically be fixes to
maintenance or operational procedumrsmayinclude easily diagnosed and implemented design
changes to hardware or softwatéfixes are expected to be apmliduring a test phase, then a
portion of the jump in MTBF (or drop in system failure intensity) portrayed in the figures at the
conclusion of a test phase CAP would be realized during the test phase (prior to the associated
CAP).

However, thanajority of the reliability growth would typically be expected to occur due to
groups of fixes that are scheduled for implementation in CARgse would include fixes
whose implementation would involve intrusive physical procedufes.planning purposes,
eachtest phase step in Figur@3 and28 simply portrays the test phase MTBF that would be
expected if no fixes were implemented during the test phase.

5.6 Planning Model Basedon Projection Methodology (PM2}Discrete
5.6.1 Purpose.

PM2-Discrete isaplanning nodel that possesses measures of programmatic risk and
system maturity.
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PM2-Discrete is the first methodology specifically developed for discrete systems and is
also the first quantitative method available for formulating detailed plans in the discrete
usgie domain. The model has the same conditions of use as the continuous PM2 model,
except for the usage domain.

PM2-Discreteutilizes planning parameters that are directly influenced by program

managementvhich include:

a) R, theplannednitial systemreliability;

b) MS theManagement Strategwhich in the discrete case is a value between 0 and 1
that decomposdg, into the factordka andRg (which are defined below)

¢) Rg, the goalreliability for the system to achieve at the conclusion of the reliability
growth test

d) m, the planned averadEF of corrective actions;

e) T, the duration of developmental testjrmgnd

f) average delay associated witbrrective actions

5.6.2 Assumptions
Theassumptions associated with Pidscrete include:

a) Initial B-failure mode probabiiies of occurrencep,,..., p, constitute a realization of
an independent and identically distributéd)(random sampld?,..., R, such that
P ~ Betg n 3y for eachi =1.... k, with Probability Density Function (PDF)
parameterization

G(n) o1 e mexd .
0 o6 A © n p [Of
0

f(p)?

——) ——) :

otherwise

With the shape parametersand x where G( x) 1@9 t*! e®ddt is the Euler gamma

function. The associated mean, and variance oPtlaee given respectively by,

£ (7)=

S Ix

and

x@n %)

Var(P)=—

(F)= e 3

b) The number of trialg,,...,t, until B-failure mode first occurrence constitutes a
realization of a random samplg...., T, such thafT, ~ Geometri¢ p for each

1=1,... K.
c) Potential &ilure mode®ccur independently armhuse aystem failure
d) Corrective actions do not create new failure modes.
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5.6.3 Limitations.
The limitationsassociateavith PM2Discrete include:
a) The portion of testing utilized for reliability growth planning should be reflective of the
OMS/MP,
b) Need to have a realistic test schedule that deterrtheasumber ofrials planned over
the testperiod; and
c) Need to have CAPspecified within the planned test schedule.

5.6.4 Benefits
The benefits associatedttviPM2Discrete include:
a) PM2-Discretecan determine the impact of changes to the planned test schedule and
associateCAPs
b) PM2-Discretecan use different average correctaaion delay periods for each test
phase.
c) PM2-Discreteprovidesareliability target to track against.
d) PM2-Discretecan be applied to programs with limited opportunities for implementation
of corrective actions.
e) PM2-Discrete offers several reliabilitygwth management metrics of basic interest
including:
i.  Expected number of failure modes observed throughttrial
ii.  Expected reliability orrial t under instantaneous failure mode mitigation
iii.  Expected reliability growth potential
Iv.  Expected probability of fhire on trialt due to a nev8B-mode and
v. Expectedorobability of failure on triat due to a repeat-Brode expressed as a
fraction of the initihB-mode probability of failure in the absence of failure mode
mitigation.

5.6.5 Equations and Metrics.

5.6.5.1Expected Rdiabilit y.
The idealized curve for PMBiscrete is generated by plottinfietexpected reliability on trial
(under instantaneous failure mode mitigation) versus trials. This expression is given by,

at-19

. 1 éa—o
R(t)? R (R, 2
where
1 R,i (0,9 is theinitial systemprobability that an Anode does not occur on a trial.
1 R (01) is theinitial systemprobability that a Bnode does not occur on a trial.

T Ay M (0,1) isthe planned averadgeEF
1 nis the shape parameter oétheta distribution.

Formulae are required for the model parame®ar$s, and n beforeR(t) may be utilized in a
reliability growth planning context. These formulae are given below and are expressed as a
function of the Manageent StrategyMS.

In the continuous time domain, MS is defined as the fraction of the initial system failure intensity
that would beaddressed via the corrective action effball B-modes were surfaced in test
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/B
[+1g

MS1 (continuous paranterization)

where/; and/, denote the portion of the system failure intensity comprised of failure modes

that are, and are not, addressed by corrective action, respectively. Ndtg #mat/, are

common parameters utilized in the continuous time domain, whegeaslR, are the
parameters used in the discrate domain. By reparameterizing, M8 for discreteuse
systems is analogously defined as
S1 - InRy

-InR,- InRy
Note that inboththe continuousindthe discretause domain, the MS is a reliability growth
planning parameter that is an input provided by the wdech represents the fractional
contributionto /, or -In R(L) for the continuous and discrete cases, respectioktiie B-
modes Thus, high values of MS represent high development goals with respect to eliminating
the systembs propensity to fail

(discrete parameterization)

Using the discrete parameterization of M&,is given as,
R, =R"
where R, is the initial reliability goal input by the user, aft] is given by,

R, = RS
Notice thatR,(R, R®R" RS R, as desired.

5.6.5.2 Reliability Growth Potential .
The reliability growth potential given by PMR2iscrete is derived as the limit of the expected

reliability function

Reok lm Rt K lim Ry tR- A w1
GP I {0 Ho " Ok A B

e (R
= R MS -t'Rll\/IStl Ad
_ MStAy

=R

From a management stapdint, this expression states that the achievable theoreticatlipper

on the reliabity of a discreteuse system only depends on three quantiRe$4S, andmg. Since

the growth potential represents the asymptote of the idealized planning curve, it is impossible to
achieve a reliability target above the growth poteritiah given deign and associated planning
parameters

5.6.5.3 Shape Parameter

Let T, denote the trial number at the lame before the lasEAP in the growth prograr.e.,

only B-modes that occur before triél are assumed to be fixed during the last CAP or a prior
CAP). R(T.) is interpreted as the final reliability of the system achieveadafastCAP. Thus,
the formula for theshapeparametern, is found by equatin®(T.) = Rs, whereRs is the final
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reliability goal for the system to achieve in a developmigest environment. The desired
relationship is given by,

n=(T, 4) |né Rer/ R:)
"~ 7 n(Ry/R)

If the reliability goal Rg, is chosen higher thdRsp, thenn ¢ 0 and the idealized curve and

metrics do not exist (singemust be finite and pasve). This emphasizes the importance for the
practitioner to be mindful of the growth potential as wellhessalues of MS, fix effectiveness,

the initial reliability goal, and the final reliability goal when developing a growth program, as not
all setsof inputs may be theoretically possible to achieve.

5.6.5.4 Expected Number of Failure Modes

An important question to answer when developing a reliability growth program is: how many
correctable failure modes may the program uncover? The expected numbeectable failure
modes observed on or before triak expressed as,

nft)t nanR, &y (n)- y (h+t)] =3 R

i N+ j

Gi(x)

wherey (X) ! G(x) denotes the digamma function, and the paramBgem@ndn are given by the

formulae above.

5.6.5.5 Expected Faction Surfaced of B-modelnitial System Probability of Failure.

If a potential reliability growth program is estimated to uncover a dBzewdes, an important
guestion to answer is: how important are thein the absence of mitigation, is the expdc
probability of failure on the next trial due to these surfaceddsles equal t® percent or 90
percentof the initial probability of failure due to a-Biode? A metric that addresses this is
defined by

a(t)* —11RBR;

In the absence of mitigjan, the numerator is the expected probability of failure on trial t due to
the occurrence of one or morenbdes that were surfaced before trial t. The denominator is the

expected probability of failure on the initial trial due to the occurrence obiomore Bmodes.
t-1

Note thatq(t) is simply the fraction ofL 'Y that1l- R{*! representsWith this in

mind,q(t)

wi || be referred to as the ndfr act=1andstristlyr f aced
increases with an asymptote of one as t increases. It provides a measure of program
management ds ability to improve system reliab

A good management practice would be to specify goalg(f&nat important program milestones
in order to track the progress of the development effitht respect tahe maturing design of the

system from a reliability standpoint. Small values’.](iﬂ indicate that further testing isquired
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to find and effectively correct additional failure modes. Conversely, large valm]:é@ oidicate

that further pursuit of the development effort to increase system reliability may not be
economically justifiable (i.e., the castay not be worth the gains that could be achieved). Note

that program management can eliminate at most the pd}(ﬂi))from the initial system

unreliability prior to trialt regardless of wheoorrective actioaareimplementedr how
effective they are. This follows since this metric is independent of the corrective action process.

5.6.5.6 Expected Probability of Failure Due to a NewB-mode.

At the end of a reliability growth prograra reasonable question tekas: what is the probability
that we will find an unknowB-mode on the next trial? Per PNI#screte, the expected
probability of discovering a new correctable failure mode on trialgiven as

ht): 1- Ryt

This maybe utilized as a measure of programmatic risk. For example, as the development effort

is ongoingonewould like the estimate dSl(t) - 0. This condition indicates that program

management has observed the domiBantodes in the system. Qagrsely, large values dift)
indicate higher programmatic risit observingadditional unseeB-failure modes inherent to the
current system design. Effective management andsgatihg ofh(t) is a good practice to
reduce the likelihood of the custormencountering unknowB-failure modes during fielding
and deployment.

5.6.6 PM2-Discrete Example

Once the planning parameters are chosen, a detailed reliability growth planning curve may be
generated utilizing the expectegliability ontrial t, given byR t in Section 5.6.5.1For

example, suppose a test schedule is laid out that gives the planned number of discrete trials
accumulated in each test phase and specifies blocks of calendar time for implementing corrective
actions. For planning purposes,asg that in order for a failure mode to be addressed in an
upcoming CAP, it must occuarior to the last two shots that precede the CARese two shots

are what is referred to as the corrective action lag (one could use different lags for each test
phae if desired). For this situation, the reliability could be represented by a constant value
between the ends of CAPs, and between the start of testing and the end of the first scheduled
CAP. For such a test plan, jumps in reliability would be portrayéiteaconclusion of each

CAP. The increased reliability after the jump is giverRbly wheret; denotes the number of
trials accumulated, as determined from the test schedule, prior to the start"o€#ieé minus

the correctre action lag. In such a manner, a sequence of target reliability steps would be
generated that grow from the initial reliability value to a goal reliability value.

Figure 29 below depicts a detailed reliability growth planning curve for a complerrsykir

the case where A and B failure mode categories are utilized. The initial reliability for the system

is R =0.8987. The reliability requirement for the system to demonstrate during IOTRE is

0.9200. IOT&E is an operational demonstrationte$t t he systemds suitabil
Such a test is mandated by public law for major DoD developmental systems. In such a
demonstration test, it may be required to demonsiateth a measure of assurance. In this

example, the measure of assuixcto demonstrates at the 80% statistical confidence level.
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FIGURE 29. PM2-Discrete Reliability Growth Planning Curve.

The black curve represerfist . Note the valu®R t is the system reliability one expects to
obtain ance all corrective actions to-Bodes surfaceprior to trial tare implemented. The
reliability steps are constructed from the black curve, the schedule of CAPs, and the assumed
corrective action implementation lag. Note that the goal reliabRigyyas chosen to be larger
thanRz= 0.9200, which is the reliability to be demonstrated during IOT&E. To have a
reasonable probability of demonstratiRgwith 80% confidence, the system must enter IOT&E

with an operational MTBF value d%;, which is greater thaRr. CalculatingR; can be

accomplished using an Operating Characteristic (OC) Curve, a statistical procedure for
demonstration testing. The OC Curve utilizes the reliability requirement, the nuftibaisan
IOT&E, the desired confidence level of the statistical demonstration, and the specified
probability of being able to achieve the statistical demonstration. After determining

R; =0.963€, one can consider what the developmental geliability, Rs , should be at the

conclusion of the development test. The valuBg$hould be the goal reliability to be attained
just prior to the IOT&E training period that precedes IOT&E. The goal relialdigy,

associated with the developmeast environment, must be chosen sufficiently abﬁgleso that
the operational test environment (associated with IOT&E) does not cause the reliability of the
test units to fall be|OV\R; during IOT&E. The gynificant drop (degradation) in reliability that

often occurs when transitioning from a DT to an OT environment could be attributable to
operational failure modes that were not encountered during DT. To &gtathe degradation
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factor, g, is applied toR: through the equatiof}; =1 -(1 g)(1 RF: ). This equation follows

from assuming 0 -¢= 1“ Tq whereMg and0  denote the expected number of trial$aidture

(including the failed trial) associated wis and 'Y+, respectively. Not® o= 1/ (1 Rg)
andb~ = 1/ (1 'YR) . Inour example, wased a degradation factor ofiice we
assumed the DT and OT environments wemnaparable. Therefore, for our example,

R, =R .963¢

The depiction of growth in Figu29 doesnot preclude the possibility that some fixes may be
implemented outside of the CAPs (i.e., during a test phdsese would typically be fixe®
maintenance or operational procedures, or may include easily diagnosed and implemented design
changes to hardware or software. If fixes are expected to be applied during a test phase, then a
portion of the jump in reliability (or drop in systgmobalility of failure) portrayed in the figure

at the conclusion of a test phase CAP would be realized during the test phase (prior to the
associated CAP).However, the majority of the reliability growth would typically be expected to
occur due to groups @ikkes that are scheduled for implementation in CAPs. These would

include fixes whose implementation would involve intrusive physical procedures. For planning
purposes, each test phase step in Fig@emply portrays the test phase reliability that vabul

be expected if no fixes were implemented during the test phase.

5.6.7 Failure Mode Preclusion Considerations

In a discretause systenthere is often a welllefined sequence of stages of operation that
comprise the mission of the system. For a missileeryseé.g., the mission might be sequentially
decomposed into prelaunch ground operations, followed by the launch stage, then flight to
target, terminating in the final approach and target destruction. A failure mode in one stage could
end the mission and hee preclude potential failure modes from occurring that are associated
with later stages. The above planning model assumptions and associated formulas will only be
suitable to the extent that such potential preclusion is a second order effect thatt teed no
modeled in the planning methodology this is not deemed the case, then to minimize the
preclusion effect, one could apply the planning model approach separately to eacH thége.

is done thenone has to assign stage developmental relialgibtls that multiply to the desired
system developmental reliability goal to be achieved by the end of the growtfhiesassumes

the system can be treated as a serial decomposition of statistically independent stages given
proper inputs from the preding stagesThe reliability goal of stagewould represent the
probability that stagecompletes its functions successfuliyven the previous stages are
successful.

5.7  Threshold Program.

5.7.1 Purpose

The purpose of the threshold program is ttedeine whether the reliability of a system at

selected program milestones is failing to progress according to the idealized growth curve
established prior to the start of the growth test. The program can be used to compare a reliability
point estimate (@sed on actual failure data) against a theoretical threshold value.
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For multiple thresholds, the Threshold Program examines conditional distributions of MTBF
estimates, given the previous thresholds were not breached. It provides a hypothesis test of
whether growth is occurring along a specified idealized curve. It can be utilized for system or
subsystem growth curves.

5.7.2 Assumptions
TheThreshold Prograrassumes that the test duration is continuous and reliability growth is
governed by a NHPP with powkexw mean value functioaver one test phase

5.7.3 Limitations.
All the conditions of SPLAN apply, which include:
a) sufficient opportunities focorrective actionmplementation are requiresb growthis
portrayed as a smooth curve;
b) the expected number ofili@es needs to be sufficiently large;
c) the portion of testing utilized for reliability growth planning should be reflective of the
OMS/MP;
d) the initial test length must be reasonably srtalbwing for reliability growth); and
e) the initial MTBF cannot bepecified independent of the length of the initial test phase.

5.7.4 Methodology.

The program compares a reliability point estimate (based on actual failure data) against a
theoretical threshold value. The test statistic in this procedure is the point estioatated

from the test data. If this estimate falls at or below the threshold value, it would indicate that the
achieved reliability is statistically not in conformance with the idealized growth curve. At that
point, management might want to take sonmallof action to restore reliability to a higher level

by restructuring the program, utilizing a more intensive corrective action process, make a vendor
change, or perform additional lower level testing.

The threshold program embodies a methodology thasssuited for application during a
reliability growth test referred to as the Téstalyze Fix-Test (TAFT) program. When a failure

is observed under a TAFT program, testing stops until the failure is analyzed and a corrective
action is incorporated ahe system. Testing then resumes with a system that (presumably) has
a better reliability. The graph of the reliability for this testing strategy is a series of small
increasing steps that can be approximated by a smooth idealized curve.

Recall that tk initial time T,, marks off a period of time in which the initial reliability of the

system is essentially held constant while early failures are being surfaced. Corrective actions are
then implemented at the end of this initial phase, and this gaesorimprovement in the

reliability. Therefore, to make threshold assessments during the period of growth, milestones
should be established at points in time that are sufficiently beljond

Note also that reliability increases during test until it headts maximum value &g by the

end of the test at. Growth usually occurs rapidly early cand then tapers off toward the end

of the test phase. Therefore, in order to have sufficient time to verify that remedial adjustments
(if needed) to the syam are going to have the desired effect of getting the reliability back on
track, milestones must be established well beTore
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In practice, it is possible that the actual milestone test time may differ, for a variety of reasons,
from the planned mileshe time. In that casene would simply recalculate the threshold based
on the actual milestone time.

There are only three inputecessary to define the idealized curve to build a distribution of
MTBF valuesi the total test timeT; the final MTBF, Mg; and the growth rate . Whe initial

MTBF, M, and the initial time periqdr;, are not required because this implementation assumes
that the curve goes through the origin. In general, this is not a reasonable assumption to make
for planning purposes, but for the purpostthe ThresholdProgram the impact is negligible,
especially since milestones are established sufficiently beljjondf more than one milestone is
neededthenthe subsequent milestones are conditional in the sense that milestmet be
reached oless the system gets through the previelisnilestones.

A distribution of MTBF values idevelogdby generating a large number of failure histories

from the parent curyelefined byT, M g andU Typically, the number of failure histories may
range from 1000 to 5000, where each failure history corresponds to a simulation run. The
threshold value is that reliability value corresponding to a particular percentile point of an
ordered distributionf reliability values. A percentile point is typically chosen at th dio2d"
percentile when establishing the rejection regi@nsmall area in the tail of the distribution that
allows for a test of hypothesis to be conducted to determine whieéhezliability of the system

i s A of The tedt stadistickin this procedure is the reliability point estimate that is computed
from test failure data which is compared to the threshold reliability value.

5.7.5 Threshold Program Example.

The procesbegins with a previously constructed idealized growth curve with a growth rate of
0.25 andhereliability growing to a final MTBF (requirement) of 70 hours by the end of 1875
hours of test time. These parametersM g, andT), along with a milestonselected at 1000

hours and a threshold percentile value of 208feselected. A failure history number was set at
2500 histories. The resulting reliability threshold of approximately 46 hours was computed.
Now, suppose that a growth test is subsequeothducted foll = 1875 hours. Using the

AMSAA RGTMC, an MTBF point estimate is computed based on the first 12000 hours of growth
test data. If the resulting MTBF point estimate at the selected milestone is above the threshold
value,thenthere is not sbng statistical evidence to reject the null hypothesis that the system is
growing according to planHowever, f the resulting MTBF point estimate at the 1000 hour
milestone is at or below the threshold value, then there is strong statistical evidejeet tihe

null hypothesis and a red flag would be raised. This red flag is a warning that the achieved
reliability, as computed with ttMSAA RGTMC, is statistically not in conformance with the
pre-established idealized growth curve, and that the iméion collected to date indicates that

the system may be at risk of failing to meet its requirement. This situation should be brought to
the attention of management, testared reliability personnel for possible remedial action to get
the system relidality back on track.
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6. RELIABILITY GROWTH ASSESSMENT.

6.1 Introduction.

Reliability growth assessment is an area of reliability growth that provides management the
opportunity to gauge the progress of the reliability effioet, reliability growth traking) and

project what reliability might be attained at a future time or date for a syseenreliability

growth projection) Reliability growth tacking provides a means of estimating the demonstrated
reliability from test Reliability growthprojedion provides a means of estimating future

reliability when allcorrective actionare incorporated after testing. Fetiability growth

tracking, the models covered are all based ompadlesrlaw approach. Faeliability growth
projection, the modelarebased on both thgowerlaw and AMSAA Maturity Projection Model
(AMPM) approaches.

Theobjectives of reliability growth trackinigclude:

a) Determining if system reliability is increasing with time (i.e., growth is occurring) and to
what degree (i.egrowth rate),

b) Estimating the demonstrated reliability (i.e., a reliability estimate based on test data for
the system configuration under test at the end of the test phase). This estimate is based
on the actual performance of the system tested arat Isased on some future
configuration.

c) Comparing the demonstrated reliability to the threshold value to ascertain that reliability
is growing in accordance with planned growth.

Theobjectives of reliability growth projectianclude:
a) Projecing expectedeliability ata current or future time or milestone based on
I. Program planning parameters (MS, FEF)
ii. Current test results
b) Analyzing sensitivity of reliability projection to program planning parameters (e.g., FEF)
c) Determinng maturity of the system and/or systems
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6.1.1 Practical Data Analysis Considerations

There are many tasks that should be performed either before running the models or in
conjunction with running the models. For example, a thorough review and analysis of the data
should be performed in order betterunderstand the daticate potentiashortcomings,

identify if data from different testsouldbe aggregateddentify outliersthat couldaffect results,
determingf dataplots or analyses of the failure modes suggesgthing, etc. In someases the

last analysis performed might be running the final model for estimation of point and interval
values and looking intprojections.

Figure30 andthe subsequent paragraphs are provided as an aid in guiding analysis.

FIGURE 30. Reliability Evaluation Flowchart

The following are suggestions for initial actions that might be taken, a number of which may not
seem to directly impact running the tracking modeheseoften lead to identitation of
problems and a bett understanding of the data, the underlying proceasdssubsequentie
analysis.
a) Review the data for consistency, omissions, etc. Giloaiggata by configuration or other
logical break outsort thedatachronologically and plothedata. This dbws for
identification oftrendsandsuspect outliers.
b) Develop functional reliability models, e.g. series versus parallel.
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