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Abstract

This paperpresentsa standardmethodof treating
measurementerror for gasturbine engineperformance
parameters. The lackof a standardmethodfor esti-
mating theerrors associatedwith gasturbineperform-
ancedatahasmadeit impossible to comparemeasure-
ment systemsbetweenfacilities, andtherehasbeen
confusionover the interpretationof error analysis. The
mathematicaluncertaintymodel presentedis basedon
two componentsof measurementerror: thebias error
andtheprecisionerror. The uncertaintyestimateis
the interval aboutthemeasurementthat is expectedto
encompassthe true value. The propagationof error
from basicmeasurementsthroughcalculatedperform-
anceparametersis presented. Traceability of meas-
urementbackto theNational Bureauof Standardsis re-
viewed. Bothprecisionandbias errorsaredetermined
in part by their traceability to thestandardsof the
NationalBureauof Standards. Performanceparameter
errorsarefurther propagatedfromthemeasurement
errorsthroughfunctional relationships. Methodsfor
handlingtraceability andthepropagationof error are
describedin thepaper.

Introduction

This paperis basedon theauthors’ largerwork,
Handbook—-Uncertaintyin GasTurbine Measurements;
AEDC—TR—73—5 (AD—755356). The work reportedin the
handbookwas sponsoredby the Arnold EngineeringDe-
velopmentCenter, Air ForceSystemsCommand,United
StatesAir Force. The resultspresentedwerecompiled
by ARO, Inc. (a subsidiaryof Sverdrup& Parceland
Associates,Inc.), contractoperatorof the Arnold Engi-
neeringDevelopmentCenter(AEDC), Air ForceSys-
tems Command(AFSC), Arnold Air ForceStation,
Tennessee,underContractF40600—73-C—0004. The
preparationof the text was accomplishedby
Dr. R. B. Abernethy, SeniorProjectEngineer,
Billy D. Powell, David L. Colbert, and
Daniel G. Sanders,Pratt & Whitney Aircraft undersub-
contractto ARO, Inc. The contractedwork consisted
of arevision to thematerialin the ‘InteragencyChem-
ical RocketPropulsionGroup(ICRPG) Handbookfor Es-
timating theUncertaintyin Measurementsmadewith
Liquid PropellantRocketEngineSystems,” CPIA Pub-
lication No. 180 (sameauthorsasabove), substituting
treatmentof gasturbine measurementerrorsfor rocket
enginetreatmentandwriting additional materialapplic-
ableto gasturbine measurementerrors.

MeasurementError

The basisfor theuncertaintymodel lies in the
natureof measurementerror. We view error as the
differencebetweenwhat we seeandwhatis truth
(Figure 1). All we ever seeIs the measurement,
yet if that measurementis to be useful, we mustdefine
an associatedinterval that includesthe truth. Most
measurementerror modelsagreeto this point. The
greatdiversity betweenthem is in definingthe sizeof
theinterval for anygivenmeasurement.

A little reflection on measurementerror will show
us that all errorshavetwo components:a fixed error
anda randomerror.
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Figure1. Measurementerror.

Precision

Randomerror is seenin repeatedmeasurements.
The measurementsdo not agreeexactly; we do not ex-
pectthemto. Therearealwaysnumeroussmall effects
which causedisagreements.This randomerror be-
tweenrepeatedmeasurementsis calledprecisionerror.
We usethestandarddeviationasa measureof precision
error. A largestandarddeviationmeansa lot of scat—
t2r in themeasurements.A smallerstandarddeviation
indicatesrelatively less scatter. A statistic, s, is cal-
culatedfrom datato estimatethe precisionerror and is
called the precisionindex (Figure 2).

whereN is the numberof measurements(Xi) that we
havemadeandX is theaverageof themeasurements.

Measurementsarealwayssubjectto errors.
Theseerrorsmay be causedby slight differencesin con-
structionof identicalmeasurementinstrumentsor they
may be causedby environmentvariationsand themeth-
ods thatwe usein handlingthe instruments. Still other
errorsare inherentin the designof theinstruments
themselves. It is difficult to conceiveof ameasurement
that is free of error.

Bias

The secondcomponent,bias, is the constantor
systematicerror (Figure 3). In repeatedmeasurements,
eachmeasurementhasthe samebias. To determinethe
magnitudeof bias in a givenmeasurementsituation, we
must define the true value of the quantity beingmeasured.
This true value is usually unknownand unknowable. It
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is unknownbecausewe cannotusethe delicateNBS
standardin making day-to-daymeasurementsand
unknowablebecausewe cannotmakeperfectcomparisons
evenwhen standardsare available. Therefore, thebias
is not easilydetermined. There is no nice statistic to
estimatebias from data. We must, instead, rely on the
bestinformation available. Usually we rely on the
engineeringjudgmentof instrumentationandmeasure-
ment engineersto provide an upperlimit or boundon the
bias. In this country we define the true value asthe
valuedefined by the NationalBureauof Standards.
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processexists, all measurementsshould hemonitored
with statisticalquality control charts. Drifts, trends,
andmovementsleadingto out-of-control situations
should he identified andinvestigated. Historiesof data
from calibrations are required for effective control. It
is assumedthroughout this paper that theseprecautions
are observedand that the measurementprocessis in
control; if not, the methodscontainedherein are invalid.
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Figure 4. Five typesof bias errors.

In summary, measurementsystemsare subject to
two typesof errors, bias and precisionerror (Figure 5).
One samplestandarddeviationis usedasthe precision
index. The bias limit is estimatedas an upperlimit on
the maximumfixed error.
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.Figure 2. Precision error.
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Figure 3. Bias error.

Wemay categorizebias into five classes(Fig-
ure 4): largeknown biases, small known biases, large
unknownbiasesand small unknownbiases that may have
unknownsign ~±) or known sign. The large known biases
are eliminated by comparingthe instrument to a stand-
ard instrument and obtaining a correction. This proc-
essis called calibration. Small known biasesmay or
may not be correcteddependingon the difficulty of the
correction andthe magnitudeof the bias. The unknown
biases,are not correctable. That is, we know that they
may exist but we do not know the sign or magnitudeof
thebias. Small unknownbiasesstemfrom errors intro-
ducedfrom the hierarchy of calibrations that relate the
NBS standardto theworking instrument.

Every effort must be madeto eliminate all large
unknownbiases. The introduction of sucherrors con-
verts the controlled measurementprocessinto anun-
controlled worthless effort. Large unknownbiasesus-
ually come from humanerrors in data processing, in-
correct handling and installation of instrumentation, and
unexpectedenvironmentaldisturbancessuch as shock
and bad flow profiles. We mustassumethat in a well
controlled measurementprocessthere are no large un-
known biases. To ensurethat a controlled measurement
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Figure 5. Measurementerror (bias,

precision, and accuracy).

Uncertainty

For simplicity andfor comparisons,we needa
singlenumberto expressareasonablelimit for error,
some combination of bias andprecision. It is impos-
sible to definea rigorous statistic becausethe bias is an
upper limit basedon judgmentwhich hasunknownchar-
acteristics. Any function of these two numbersmust be
a hybrid combination of anunknown quantity (bias) and a
statistic (precision). However, the needfor a single
numberto measureerror is so greatthat we are forced
to adoptan arbitrary standard. The one mostwidely
usedis thebias limit plus amultiple of theprecision
error index. This formulation is recognizedandrecom-
mendedby the National Bureau of Standardsand hasbeen
widely usedin industry.

Uncertainty (Figure 6) may be centeredaboutthe
measurementand is definedas:

U = ±(B+ t
95

S)
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If thereis a nonsymmetricalbias limit (Figure 7),
theuncertaintyU is no longer symmetrical aboutthe
measurement. The upper limit of the interval is defined
by the upper limit of the bias interval (B’

1
’). The lower

limit is definedby the lower limit of the bias interval
(B). The uncertainty interval U is U- = W — t

95
S to

if1’
= B’1 + t

95
S.
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Figure 7. Measurementuncertainty,
nonsymmetricalbias.

ReportingFormat

The definition of thetwo components,bias and
precision error and the limit, U, suggestsa format for
reporting the measurementerror. The format will de-
scribe the componentsof error, which are necessaryto
estimatefurther propagationof the errors and a single
value (U) which is an arbitrary upper limit of the size of
the combinederrors. The additional information, de-
greesof freedom for the estimateof S, is required to
use the precision index. Thesefour numbersprovide

all the information necessaryto describethemeasure-
ment error. The reportingformat is:

(1) 5, theestimateof theprecisionindexcal-
culated from data.

(2) df, thedegreesof freedomassociatedwith
the estimate of the precision index (s).

(3) B, the upper limit of the bias error of the
measurement process or B and B+ if the
bias limit is nonsymmetrical.

(4) U = +(B + t
95

5), the uncertainty limit, be—
- yond which measurementerrorswould not

reasonably fall. The t value is the 95th
percentile of the two—tailed Student’s “t”
distribution.

Alternatively, if the bias limit is nonsym—
metrical, U is the interval between
U = - t

95
S and U~= B’1 + t

95
S.

Uncertainty (U) should never be reported without
the model components; bias, precision indexand de-
greesof freedom. Thesecomponentsare requiredfor
further treatment of error such as thepropagationfrom
an engine to a propulsion system. It should be noted
that uncertainty, U, cannever be propagated. Although
uncertainty is not a statistical confidenceinterval, it is
an arbitrary substitutethat is probably best interpreted
as thelargest error we might expect. Under any rea-
sonableassumptionfor the distribution of bias, thecov-
erageof U is greater than 95% but this cannotbe proved
as thedistribution of bias is both unknownandunknow-
able.

MeasurementProcess

Uncertainty statementsare basedon a measure-
ment processthat must be defined. The processthatwe
will discuss here is the measurementof thrust specific
fuel consumption (TSFC) for a particular enginemodel
at a given enginemanufacturer’sfacility. The uncer-
tainty will contain precisionerrors becauseof variations
betweeninstallations and calibrations of many measure-
ment instruments for eachparameter. This uncertainty
will be greater than the uncertainty for comparative
tests to measureTSFCon a single standfor a single
run. The single stand, single run model would assume
that most installation-to—installation and calibration—to-
calibration errors would be biases rather than precision
errors. Biases are ignored in comparativetests.

The definition of the measurementsystem is pre-
requisite to defining the mathematicalmodel. We must
list all the elementalbias and precisionerror sources
that are being estimatedand how they are related to the
engineperformanceparameter. We categorizeerrors
into three groups: calibration-hierarchy errors, data
acquisition, and data reduction errors.

Calibration-Hierarchy Errors

In recentyears the demandingrequirementsof
military and commercial aircraft have led to the estab-
lishment of extensivehierarchies of standardslabora-
tories within the military and the aerospaceindustry.
The National Bureau of Standardsis at the apex of these
hierarchies, providing the ultimate referencefor each
standardslaboratory. It hasbecomecommonplacefor
government contractingagenciesto require contractors
to establish andprove traceability of their measure-
ments to the NBS. This requirementhascreatedeven
more extensivehierarchies of standardswithin the in-
dividual standardslaboratories. At eachlevel of these

where

B is thebias limit

S is the precision error index

t95 is the 95th percentilepoint for the two—tailed
Student’s “t” distribution. Wehave arbitrarily
selectedt = 2 for sample sizes greater than 30.
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Figure 6. Measurementuncertainty,
symmetricalbias.
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hierarchies,formal calibrationproceduresareused.
Theseproceduresnot only define calibrationmethods
andintervalsbut also specifyjust whatinformation must
be recordedduring a calibration, i.e., metermodel,
serialnumber, calibrationdate, etc., in addition to
actualmeasurementdata.

A typical example of the traceability chain is the
calibrationhierarchyfor aforce measuringinstrument,
aload cell (Figure 8). The load cell is calibratedwith
aportableweighkit while installed in the thrust stand.
The weighkit is calibratedwith aforce calibrator that
is periodically calibratedin thecompanylaboratory
againstaproving ring. At infrequentintervals, the
ring is recalibratedat theNationalBureauof Standards.

NATIONAL BUREAU OP STANDARDS )NBS)

INTER-LABORATORY
STANDARD )ILS)

TRANSFER STANDARD )TS)

WORKING STANDARD )WS)

MEASUREMENT
INSTRUMENT )MI)

Figure 8. Forcemeasurementcali-
bration hierarchy.

The five levels in the hierarchyrequire four com-
parisonsto calibratethe load cell. In eachcomparison,
a precisionerror and abias maybe involved (Table 1).

Table 1. CalibrationHierarchyError Sources

Comparison Bias
Precision

Error
Degreesof
Freedom

NBS- Interlab Standard b
11

df
11

Interlab Standard-Trans-
fer Standard

b
21 ~2i df

21

Transfer Standard—

Working Standard
b

3
j, ~31 df

31

WorkingStandard-Meas
Load Cell

b41 ~41 df
41

The measurementprocesstakesplaceover a long
period of time. During this period, many calibrations
occur at eachlevel. We view the precision errors of
eachcomparisonas precision errors affecting the meas-
urementprocesswe havedefined. The overall effecton
themeasurementof force is a random (precisionerror)
one. Therefore,the resultantoverall precisionerror
is the root sum squareof the individual precisionerrors.
For eachcomparison,the resultantcalibrationvalue is
usually the averageof severalreadings. The associ-
atedprecisionerror would be a standarderror of the
meanfor that numberof readings. The precisionerror
for thehierarchy is:

= ~ + $i + s~ +

for four steps in the calibration process.

The degreesof freedom for eachestimateof pre-
cision error maybe combinedusing the Welch-
Satterthwaiteformula to provide an estimate of the de-
grees of freedomfor the combinedprecision error.

/2 2 2 2 2
c~ii+ ~21 + ~3i + ~4i)

df
1

= 4 4 4 4
~ii + ~21 + ~3i + ~41
df

11
‘~2l df

31
df

41

The Welch—Satterthwaitetechniqueprovidesthe
bestknown estimateof theequivalentdegreesoffreedom.

The unknown biaserror limit for the endinstru-
ment is usually afunctionof manyelementalbias limits,
perhapstenor twenty. It is unreasonableto assumethat
all of thesebiasesare cumulative. Theremust be a
cancellingeffect becausesomearepositive andsome
arenegative. For this reason,we haveadoptedthear-
bitrary rule thatthebias limit B will be the root-sum—
squareof the elementalbiaslimit estimates:

B
1

= ~b~1 + b~1+ b~1+ b~
1

The uncertainty in the measurement instrument due
to calibration is calculated using theuncertaintyformula:

U
1

= n(B1 + t95 ~

Data Acquisition Errors

Dataare acquired by measuringthe electrical out-
put resulting from force applied to a strain gage type
force transducer. Figure 9 illustrates someof the
error sourcesassociatedwith data acquisition. Other
error sourcessuchas electrical simulation, thrust bed
mechanicsandenvironmentaleffectsarealso present.

All the data acquisition error sourcesare listed
in Table 2. Symbolsfor the elementalbias andpreci-
sion errors, and for the degreesof freedom are shown.

Table 2. DataAcquisition Error Sources

Error Source Bias
Precision

Index
Degreesof
Freedom

Excitation Voltage bi2 ~i2 df
12

Electrical Simulation b
22 ~22 df

22
SignalConditioning b

32 ~32 df
32

RecordingDevice b
42

~42 df
42

Force Transducer b
52

~52 df
52

Thrust Bed Mechanics b
62 ~62 df

62
Environmental Effects b

72 ~72 df
72

B2 and~2 representthe root sum squareof thebias and
precision error columns, respectively.

r FORCE TRANSDUCER

MEASUREMENT SIGNAL

Figure 9. Dataacquisitionsystem.
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DataReductionErrors

Computersoperateon the raw datato produceout-
put in engineeringunits. Theerrors in this processstem
from thecalibrationcurvefits (Figure 10), andthe com-
puterresolution.

LU
U
I
0
U.

0
LU
-l
a.a.C

Figure 10. Calibrationcurve.

Symbolsfor thedatareductionerror sourcesare
listed in Table 3. These errors are often negligible in
eachprocess.

Table 3. DataReductionError Sources

Precision Degrees of

Error Source Bias Error Freedom

CalibrationCurveFit b13 ~13 df13
ComputerResolution ~23 ~23

B3 and53 representthe root sum squareof thebias and

precisionerror columns,respectively.

MeasurementUncertaintyModel

The calibration-hierarchy errors, the data acqui-
sition errors, andthedatareductionerrors arecom-
binedto obtain theprecisionindex, bias limit, andun—
certainty for themeasurement.

S = + 5~+

~
df1 &2~3

B =~B~+ B~+

U = nIB + t95 s}

By assumingcompletelyhypotheticalnumbersfor
theelementalerror termsfor thecalibrationhierarchy,
dataacquisition, anddatareductionprocesses,Table4
tabulatesvaluesfor all elementalbias andprecision
error terms andincludes sample sizes for the calibra-
tion processes.

Theerrors associatedwith thecalibrationhier-
archy, dataacquisition, anddatareductionstagesin the
measurementprocessarecalculatedbelowandareiden-
tified by ~i, ~2, andS3, respectively,for precision
indicesandB1, B2, andB3, respectively,for bias
limits andU1, U2, andU3, respectively,for uncertainty
intervals.

1. Calibration bias limit for theforce transduceris

B1 = +

B1 = ± ~(O.
2

)
2

+ (0.2)2 + (0.4)2 + (0.8)2

B
1

= ±0.94lb

2. Calibrationprecisionindexestimatefor the force
transduceris

Si = ± ~

= ± ~J(10)2 + (10)2 + (14.1)2 + (20)2

= +28.3 lb

Table 4. Force MeasurementElementalError Values

Calibration Errors, lb DataAcquisition Errors, lb DataReductionErrors, lb

Bias Precision
Sample

Size Bias Precision Bias Precision

b11 = ±0.2 s~ = +10.0 6 b12 = +5.0 ~12 = +5.0 b
13

= +10.0 ~13 = negligible

b21 = +0.2 ~21 = +10.0 11 b
22

= +5.0 ~22 = +5.0 b
23

= negligible ~23 = negligible

= ~ ~31 = +14.1 5 b32 = +5.0 ~32 = +5.0

b41 = +0.8 ~41 = +20.0 17 b42 = +5.0 ~42 = +5.0

b52 = +0.4 ~52 = +20.0

b62=+10.0 562+10.0

b
72

=+5.0 572~~5.0

(df = 31 for all elemental
precision errors)

-

CALIBRATION CURVE FIT

MEASUREDFORCE
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3. To demonstrateuseof theWelch—Satterthwaite
method for determiningdegreesof freedom(df),
small sample sizes for the calibration processes
in the force transducer calibration hierarchy have
beenassumed. Samplesizesareincludedalong
with theelementalerrors in Table 4,

/2 2 22
(5 +so+.. +S

nj
(4 4 4\
~1 ~ + ~ ‘

wheredfn = sample size minus one for the nth
calibration

df = [(10)2 + (10)2 + (14. 1)2 + (20)2]

1 .fiQ1~+1iQ)~+(14.1)~~

5 10 4 16

= 640 x
23 x i03

= 27.8

Under the ‘t~’ column in Table E-1 in theHand-
book, Appendix E, t is 2.052 for 27 degreesof
freedomand2.048 for 28 degreesof freedom.
Interpolatinglinearly givesat of 2.049 for 27. 8
degreesof freedom.

Thecalculation of calibrationuncertainty(U1) for
the force transduceris then

U
1

= +(B1 + ~9s~i)

= ±(0.94+ 2.049 x 28.3)

= ±58.9lb

4. Dataacquisitionbias limit is

B2 = ±

= ±~J(5)2+(5)2+(5)2+(5)2+(04)2+(10)2+(5)2

= ±15.0lb

5. Dataacquisitionprecisionindexestimateis

S
2

= ±

= ± ~~/(5)2 + (5)2 ÷(5)2 + (5)2 +(20)2 + (10)2+ (5)2

= ±25.0lb

6. Dataacquisitionuncertaintyis

U
2

= +(B2 + t
95

S
2

)

= +(15.0+ 2 x 25.0)

7. Datareductionbias limit is

B3 = ±

= ±10.0lb

8. Datareductionprecisionindexestimateis

S
3

= +

=0

9. Datareductionuncertainty is

U
3

= ±(B3+ t
95

S
3

)

= +(10 + 0.0)

= ±10.0lb

10. Force measurement bias limit is

BF = + ~ + B~+ B~

= + ~ + (15)2 + (10)2

= ±18.1lb

11. Force measurementprecision index estimateis

= nV/Si + 5~+ S~

= +V/(28.3) + (25)2 +

= ±37.8lb

12. Degreesof freedomfor forcemeasurementare

dfF = ~ ::1: :?2

df
1

~2 df
3

= [28. 3)2 + (25)2

]

(28.3)~+~ia.
27.8 31

= 57

13. Force measurementuncertainty is

UF = +(BF + t95SF)

= +(18. 1 + 2.00 x 37.8) dfF = 57, t
95

= 2.00

= ±93.7lb

Propagationof MeasurementError

Rarelyareperformanceparametersmeasured
directly; usually more basicquantitiessuchas tempera-
ture, force, pressure,andfuel flow are measured,and

= 65.0 lb

= 2.00becausedf> 30 for



the performance parameter is calculated asafunction of
the measurements. Error in the measurementsis prop—
agated to the parameter through the function. The effect
of the propagationmay be approximated with the Taylor’s
series methods.

The goal of any analysis of measurementsystem
errors is to determinethe resulting errors in the re-
ducedparameters, for example TSFC, which is calcu-
lated as the ratio of fuel flow (Wf) to net thrust (FN);
TSFC = Wf/FN. The techniquefor relating the errors
of measurementto the errors in the reducedparameters
is basedon a Taylor’s Series expansionfrom thecalculus.
The Taylor’s expressionfor errors in thrust specific
fuel consumptionis

~TSFC= ~TSFC ~Wf+ aTSFC~F_W~YL~FWf ÔFN N F~

Where ÔTSFC/äWfand oTSFC/aFN arethe partial
derivatives of thrust specific fuel consumptionwith re-
spectto fuel flow andnet thrust. The precision index is
approximatedby

STSFC= \/(~FSTFC ) + (a~~cSF)

= v4 SWf) + (:~_fSF)

For example, the following hypotheticaldata were used
to estimatethrust specific fuel consumption uncertainty:

Bias Precision Degreesof Uncertainty
Parameter Nominal Limit Index Freedom Limit

Thrust (FN)
Fuel Flow (Wf)

10,000
10, 000

18.1 lbf
50 lbmlhr

37.8 lbf
50 lbmlhr

57
60

93.7 1b~
150 Ibm/hr

The degrees of freedom for theTSFCprecision
index can be found using the Welch-Satterthwaite tech-
nique. In this situation, thepartial derivativeweighting
factors, which areusedin thecalculationof thepreci-
sion index, must also be usedin theWelch—Satterthwaite
formula. Note: The calculationis carriedout to illus-
tratethe useof thepartial derivativeswith the Welch-
Satterthwaite. It is not necessaryto calculate the de-
grees of freedom for TSFC since the degreesof freedom
for thrust andfuel flow are 57 and60, respectively. The
expectedminimum result would be 57. The t multiple is
essentially2.0 for degreesof freedom greater than 30.
Whenthe degreesof freedomfor eachcomponentare
greater than 30, the Welch—Satterthwaiteprocedurecan
be omitted and t = 2.0 can be used.

äTSFC \2 (oTSFC \212
dFN SFN) ]

äTSFC
ÔFN SFN)

dfFN

— 2
(~SF) ]

= [(+swf)2+ W 2
N(~\4 /-w \4

—Swf) +

dfwf dfFN

i: ( 2 (_io~ooo 2j210000x50) ~x37.8
= 10,000 )4 4

_____________ (_10.000
x 50) + 10,0002 x 37.8)

60 57

= 110

The t value is 2, and the uncertainty is

U = ±(B+ t
95

S) = ±~0.0053+(2. 0)(0. 0063)]

= ±0.0179lbm/lbrhr

The results of the error analysis are presentedin
Table 5.

The uncertainty limit as a percentageof the nomi-
nal valuemay be calculatedby dividing the uncertainty
limit in engineeringunits by the correspondingnominal
value andthen multiplying by 100.

The handbookillustrates the uncertainty in several
other turbine enginemeasuredandperformanceparam-
eters such as fuel flow, pressure, temperature, airflow,
and net thrust. The Handbookalso containsa Special
Methods section treating special situations or conditions
and an Appendix containinginformation on precision in-
dex for uniform distribution of error, propagationof
errors by Taylor’s Series,estimatesof theprecision
index from multiple measurements,outlier detection
schemes, and somestatistical tables.

We believe that the methodswe have presented
representthe best technology available. Theuncertainty
model is the product of years of researchin that the

dfTsFc =

The nominalthrust specific fuel consumptionis calcu-
lated from Wf/FN:

Wf 10,000 ibm/hr

= 10,000 lbf = 1.0 lbm/lbf_hr

The precisionindexof thrust specific fuel consumption
is

2 /—Wf \2
5

TSFC = v’(~~)+ (r SFN~\FN /

V(~~~~o)2+ (_lo.000 2=
100002

x37.8)

= ±0.0063lbm/lb~hr

The propagationformula is similar for bias

BTSFC \/(aTSFC \2 ‘8TSFC 2
= awf Bwf) ~ 3F~ BFN)

BTSFC =v(~Bwf) + (~f BFN)2
1~” 50 \2 + /—10,00018 1 2

BTSFC = Vçio~ooo) ~10,0002 )
= ±0.0053 lbm/lbçhr
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model hasas its beginningthe ICRPGwork. The model
representstheefforts of manyorganizations. We hope
thatyou will respondwith constructivecriticism for the
continued improvementof this model. We areindebted
to the many engineersandstatisticianswho havecon-
tributedto thework. A few must benotedfor their par-
ticular contributions, Dr. JoanRosenblatt,Dr. H. H. Ku,
andJ. M. Cameronof theNationalBureauof Standards
for their helpful discussionsandcomments on both this
handbookandCPIA 180, andsimilarly, R.E. Smith, Jr.,
Dep. Dir, of EngineTest Facility, aswell as T. C. Austin,
C. R. Bartlett, W. 0. Boals, Jr.., and T. J. Glllard of
ARO, Inc., at theArnold EngineeringDevelopment
Center. Engineers at Pratt & Whitney Aircraft, Florida
and Connecticutfacilities, providedtheauthorswith
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Logic DecisionDiagram

We havesummarizedthemeasurementuncer-
tainty model in a logic decisiondiagram shownin
Table 6.

Summary

We havebriefly describedthegasturbine engine
measurementuncertaintymodel; the Handbookon Un-
certainty in GasTurbine Measurementsis recommended
to you for a moredetailed andcomprehensivetreatment.

Table 5. UncertaintyComponents

Parameter
Nominal

Value Bias Limit
Precision

Error
Degreesof
Freedom Uncertainty

Thrust, FN 10,000lbf 18.1 lbf 37.8 lbf 57 93.7 lb~

Fuel Flow, Wf 10,000 lbm/hr 50 ibm/hr 50 lb~/hr 60 150 lbm/hr

Thrust Specific 1.0 lbm/lbf—hr 0.0053 lbm/lbf—hr 0.0063 lbm/lbfhr 110 0.018 lbm/lbrhr
Fuel Consumption

Table 6. Logic DecisionDiagram

2. Measurement
Precision
Index

3. Performance
Parameter
Precision
Index

Data from Multiple
Measurements

CalculatedElementals
and Data

Measurement Precision
IndicesandthePropaga-
tion of Error (Taylor’s
Series)

To Estimate Use Formula

Bias Limit

1. Elemental (b) Judgment Supportedby
SpecialTest Data

Estimatea Reasonable
for EachBias Error

Limit

2. Measurement
Bias

EstimatedElementals B~=

i

3. Performance
Parameter
Bias

MeasurementBias and
thePropagationof
Error (Taylor’s Series)

/ ,‘ .,2
BF = ~/ ~ (-f-i B~

V \ /

F Denotes
Performance
Parameter
Function

Precision Index

1. Elemental
/~(xL- X)

NL~l ,df=NL-1

[2]2
— i

Si = ~ dl’ —

~L~]

= V ~(if)~2
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Table 6. Logic DecisionDiagram(continued)

To Estimate Use Formula

Value Degreesof Freedom
Less Than30 (dl’ <30)

Degreesof Freedom-
GreaterThan or Equal
to 30 (dl’ >30)

Interpolatein Two—Tailed
Student’s“t” Table for t

Use t = 2.0

Uncertainty

1. Elemental

2. Measurement

3, Performance
Parameter

Elemental Bias Limit
andPrecisionIndex

MeasurementBias Limits
andPrecisionIndices

PerformanceParameter
Bias Limit andPrecision
Index

U~= ±~B~+ t95S~
.

U~= + t95 S~j]

UF = ~~BF+ t95SF]
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